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Résumé

The ultrafast electron dynamics in thin metal �lms was studied numerically using

a phase-space approach. For large excitation energies, the quantum and classical dy-

namics are virtually identical, whereas they diverge below a certain threshold, roughly

equal to the plasmon energy. This is a clear signature of a quantum-mechanical ef-

fect, which should be observable in standard pump-probe experiments on thin metal

�lms. For longer timescales, the electron dynamics becomes dissipative, as the electrons

exchange energy incoherently with the ion lattice. A classical relaxation time and a

quantum decoherence time were shown to emerge naturally from the simulations. These

time scales are in good agreement with phenomenological estimates based on the two-

temperature model, and correctly reproduce the main features observed in experiments

on small sodium clusters.

xiii



xiv



Chapter 1

Introduction

Constantly progressing miniaturization of today's electronic devices has led to the de-

velopment of new innovative nanosystems and nanostructured materials, which reveal

e�ects not observed hitherto in their bulk counterparts. Also new theoretical and exper-

imental techniques have been developed in order to give better insight into processes and

phenomena occurring in such structures. Understanding these processes is a matter of

great importance for both fundamental studies and possible technological applications.

Thin metal �lms of submicron thickness, which are typical examples of nanostruc-

tures, are widely used in modern high�speed electronic and optoelectronic devices. In

those systems, the switching time can nowadays approach the femtosecond time domain.

The electron distribution, in this time regime, is out of thermal equilibrium. In order

to control the energy consumption, it is important to have better comprehension of the

electron transport and energy relaxation on the femtosecond time�scale.

Over the last few decades, a dramatic progress of ultrafast spectroscopy techniques

made it possible to monitor the femtosecond dynamics of an electron gas con�ned in

metallic nanostructures such thin �lms [5�10], nanotubes [11], metal clusters [12,13], and

nanoparticles [5, 14]. In a typical experiments, the following schematic scenario is gen-

erally assumed: �rst, the electrons absorb quasi-instantaneously the laser energy via

interband and/or intraband transitions. Under certain conditions (e.g. not too high

energy transfer [15]) this early stage leads to the creation of a collective oscillation, the

so-called surface plasmon. Subsequently, the plasmon oscillation is damped through cou-

pling to self-consistent quasi-particle excitations (Landau damping). During these fast

processes, the ionic background remains frozen and the electron distribution is nonther-
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Figure 1.1: Sketch of the relaxation processes in a metallic nanopartice af-
ter an excitation by a femtosecond laser pulse. f(E) represents the electronic
distribution and µ is the chemical potential. (Inspired by Ref. [5])

mal. As a result, the electron temperature cannot be properly de�ned at this stage of the

relaxation process. On a longer timescale (>50 fs), the injected energy is redistributed

among the electrons via electron�electron collisions, leading the electron population to

a metastable equilibrium at a temperature signi�cantly higher than that of the lattice.

On a picosecond timescale, the electron gas starts to interact incoherently with the

phonons, and eventually relaxes to the thermal equilibrium at the same temperature as

the lattice. The lattice motion occurs on even longer time scales, ranging from tens of
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picoseconds to a few nanoseconds for the �nal heat transfer to the dielectric matrix in

which the nano-objects are usually embedded. A schematic representation of the energy

relaxation following the strong excitation by the femtosecond pump pulse, is shown in

�gure 1.1.

In order to model and interpret such experimental results obtained with large nanopar-

ticles, ab initio methods cannot be employed, as they involve prohibitive computational

time. Also the theoretical models [16�19] originally developed for bulk materials, such

as phenomenological Boltzmann�type equations that provide the time evolution of the

electron occupation number, fail to describe �nite-size systems because the interfaces,

which play a crucial role in the ultrafast dynamics, are not included.

A possible alternative relies on the use of kinetic methods originally developed for

plasma physics. These methods are capable to reproduce processes occurring in nanopar-

ticles since the valence electrons can be assimilated to an inhomogeneous electron plasma.

In those methods the quantum electron dynamics is described in the phase space by the

Wigner equation, coupled self-consistently to the Poisson equation. In the semiclassical

limit, the Wigner�Poisson system reduces to the Vlasov�Poisson equations.

The Wigner representation [20] is a useful tool to express quantum mechanics in a

phase space formalism. In this representation, a quantum state (either pure or mixed) is

described by aWigner function, i.e. a function of the phase space variables. Although the

Wigner distribution satis�es most of the standard properties of probability distributions,

it cannot be regarded as such, since it may take negative values.

The purpose of the present thesis is to provide extensive computational results on

the ultrafast electron dynamics in thin metal �lms, based on a phase-space description

within the Wigner formalism. We propose a model to describe the microscopic electron

dynamics over all time scales from the laser excitation up to the coupling with the ion

lattice. We shall focus our attention on the electron dynamics in alkali metals (partic-

ularly sodium), for which the valence electrons are fully delocalized and the in�uence

of the core electrons can be neglected. Simple sodium �lms constitute the �rst and the

simplest step towards more complex materials and, for that reason, should be thoroughly

understood.
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1.1 Nanostructures

When we refer to the expression "nanostructures" we usually think about objects com-

posed of 106 atoms or less, whose properties di�er from those of the same atoms bound

in the bulk materials. Although the words "nanoparticles" and "nanotechnology" are

relatively new, nanoparticles themselves have been present and studied long before they

have gained such widespread interest. For example, many of the stained glass windows

owe their beautiful colors to the presence of small metal oxide clusters. Also the process

of image formation in photography is due to small colloidal particles of silver.

Nanostructures are generally considered as a whole unit made of atoms bound to-

gether with a radius between 1 nm and 100 nm. The approximate classi�cation of the

particles according to their size in presented in �gure 1.2. The de�nition based on size is

not fully relevant because is doesn't really distinguish between molecules and nanopar-

ticles. Many molecules contain more than 25 atoms, particularly biological ones. What

makes nanoparticles interesting is that their size is smaller than the critical length that

characterize many macroscopic physical phenomena (like a thermal di�usion length, or

mean free path).

As the size of the particles approaches the atomic scale, the relevant physical laws

change form the classical to the quantum�mechanical laws, represented by Schrödinger's

equation. Small particles exhibit wave�like behavior and they must be described by

quantum mechanics. When we consider the dimensionality of a nano-object, it is rea-

sonable to compare its size with an appropriate intrinsic characteristic length. In the

quantum regime the most relevant length scale is the Fermi length λF . Considering a

rectangular sample of sizes Lx, Ly, and Lz, following Ref. [21] one can distinguish:

- λF � Lx ≈ Ly ≈ Lz: 3D (bulk samples)

- Lx ≈ λF � Ly ≈ Lz: 2D (�lms)

- Lx ≈ Ly ≈ λF � Lz: 1D (quantum wires)

- Lx ≈ Ly ≈ Lz ≈ λF : 0D (quantum dots)

Metallic nanostructures are particularly interesting systems because of the conve-

nience with which they can be synthesized and modi�ed chemically.
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Figure 1.2: Schematic classi�cation of the particles with respect to the number
of atoms. (Inspired by Ref. [22])

1.1.1 Thin metal �lms

Thin metal �lms constitute a very important branch of nanotechnology. Recent ad-

vances in this �eld made them particularly attractive from the point of view of possible

application as a basis to advanced technologies, devices and new materials. Thin �lms

have properties remarkably di�erent form their bulk counterparts due to their symmetry

reduction, geometric con�nement of electrons, and boundary e�ects. All those e�ects are

very complicated and the complete understanding of these processes is based on mul-

tidisciplinary research in solid state physics and chemistry, surface science, statistical

and computational physics. Thanks to their simple geometry, thin metal �lms consti-

tute an ideal tool for a detailed study of the connection between atomistic details and

macroscopic physical and chemical properties.

One of the most important properties of thin �lms is the quantization of the energy

levels along the direction perpendicular to the �lm surface. The continuum character-

izing the bulk materials in replaced, due to the quantum con�nement, by a discrete

spectrum of quantum states with their energies depending on the boundary conditions.

The consequent modi�cations of the electronic structure can lead to signi�cant changes

of their physical properties.

In the present work, we would like to present a numerical study of the temporal

evolution of the electron gas con�ned in a thin metal �lm after a laser excitation, and

improve the basic knowledge of the light�matter interaction in the nonlinear regime.

Before, however, we get to this point let us �rst discuss some experiments describing
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some of the most important transport properties in thin metal �lms.

1.1.2 Experiments on thin metal �lms

Some experiments [6, 7] in which the authors have measured the properties of heat trans-

port in thin gold �lms, showed that it is not a di�usive process, but rather a ballistic

one (unimpeded �ow of electrons). These works also demonstrated that heat transport

occurs on a femtosecond time scale and involves nonequilibrium electrons traveling at a

velocity close to the Fermi velocity of the metal.

One of the most popular tools to investigate fundamental processes occurring in the

excited electronic systems is the pump�probe experiments. Pump�probe measurements

involve pulsed laser excitations of the system at one surface of the metallic thin �lm,

followed by a second, appropriately delayed, pulse that acts as a diagnostic tool. The

development of ultrashort laser pulses (in the femtosecond time domain) allows to resolve

the dynamical properties of nonequilibrium electrons with great accuracy. On the other

hand, if the pulse duration is longer (> 1−10 ps), excited particles and their surroundings

have enough time to approach thermal equilibrium, and the results of these experiments

di�er signi�cantly from those with temporal resolution shorter than 500 fs. Another

advantage of this approach is that except for the dynamics of nonequilibrium particles,

we can also investigate particle transport.

In Ref. [6] the authors investigate the re�ectivity changes induced by electronic

temperature variation in gold thin �lms. The results were obtained by both front�

probe and back�probe thermomodulation measurements designed to distinguish between

relaxation due to heat �ow out of the probed region and electronic relaxation via phonon

emission. The principle of the measurement was based on the fact that an ultrashort

laser pulse heats the electrons at the front surface, and in this way changes the occupancy

of electronic states near the Fermi level, which in turns a�ects the transition rate. The

imaginary part of the dielectric function ε = ε1 + iε2 is sensitive to changes in the

transition rate. Since the re�ectivity R of the sample depends upon ε, the experimental

change in R marks the electron temperature change.

A schematic representation of the experimental setup is presented in �gure 1.3 (left

panel), together with the fractional re�ectivity ∆R/R (right panel) for several values

of the thickness of the �lm L. From the re�ectivity plots it appears that the delay

time of the rise of the re�ectivity changes with the sample thickness. This e�ect is a
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Figure 1.3: Left panel: schematic representation of the pump�probe experi-
ments. The sample is pumped on the front surface, and the change in re�ectivity
at either the front or the back surface is probed. Right panel: re�ectivity change
for Au �lms of di�erent thicknesses. (Both reprinted from Ref. [6])

direct consequence of the �nite time needed for heat to propagate through the sample.

By plotting the sample thickness against the measured delay (�gure 1.4), the authors

obtained approximately a linear relation, from which it is possible to extract a heat

transport velocity being of the order of the Fermi velocity of Au. This situation implies

the ballistic motion of excited particles. The electrons propagate through the �lm with-

out experiencing any large scattering and are detected at the rear surface after a delay

∆t = L/vF .

Figure 1.4: Samples thickness as a function of time of �ight for various Au
�lms (reprinted from Ref. [6]).
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Figure 1.5: Transient re�ectivity of a 45 nm Au �lm. (Reprinted form Ref.
[23].)

Ballistic transport of the excited particles in thin metal �lms can suggest the possi-

bility that some of the initial nonthermal electrons may be re�ected back at one surface

and propagate to the other surface where they experience another re�ection. A few such

a roundtrips have been shown experimentally [23] in the behavior of the transient re�ec-

tivity signal in a pump�probe experiments. Figure 1.5 shows the transient re�ectivity

result for a gold �lm of thickness 45 nm. After an initial fast decay of the transient re-

�ectivity we can clearly observe some damped oscillations. The period of the oscillations

is found to be about 107 fs, which, by assuming transport perpendicular to the �lm sur-

face, gives an e�ective velocity of about 0.86 · 106 m/s. This velocity is of the same order

of magnitude as the Fermi velocity vF = 1.4 · 106 m/s of gold. Similar low�frequency

oscillations were also observed for smaller �lms, with the period scaled proportionally to

the thickness of the �lm. The explanation of the observed modulation of the re�ectivity

is based on the ballistic motion of the electrons near the Fermi level.

For longer pulse durations, the non�thermal components of the electron gas (repre-

sented by the top graph in �gure 1.1) are very fast and usually hidden in the noise of the

experimental results. It is still possible, however, to extract from such measurements

some useful information about the processes leading to thermal equilibrium between the

electron gas and the ion lattice [5]. Figure 1.6 shows the di�erential transmission ∆T/T ,

and the di�erential re�ection ∆R/R, together with the corresponding change of the real

and imaginary parts of the dielectric function ε obtained on a 33 nm thick Ag �lm.

The signals for ∆T/T and ∆R/R both decay exponentially with a similar relaxation
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Figure 1.6: Time dependence of ∆T/T , ∆R/R (a), ∆ε1 (b), and ∆ε2 (c) in a
33 nm thick silver �lm. (Reprinted form Ref. [5])

rate of 960± 20 fs. These decay times are related to the cooling of the electrons to

the lattice and to the simultaneous increase of the lattice temperature. The electron

dynamics in this situation is governed mainly by two mechanism: the electron�electron

interaction and the energy relaxation to the lattice. The latter process can be described

by the exchange of temperature between the electrons and the lattice in the framework

of so-called two-temperature model.

The above experiment describes the long-time electron relaxation, which involves

electron�phonon interactions. The considered time scales di�er quite signi�cantly from

those discussed in the experiments mentioned earlier, and highlight e�ects leading to the

thermal equilibrium. In our numerical representation we would like to include all these

phenomena and propose a model that is capable of reproducing all those processes.

1.2 Theoretical approach

The injection of the laser pulse energy into the system of electrons generates strongly

out-of-equilibrium situation. One of the possible tools to study the evolution of charged

particles in such a condition is provided by the kinetic theory, and the corresponding
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kinetic equations that govern the dynamics. In those methods the electron population

is described by a distribution function f(x, v, t) in the phase-space [24]. The full kinetic

model is provided by the Wigner equation [25], which is particularly attractive as it

recasts quantum mechanics in a classical phase space formalism. In the classical limit

the Wigner equation reduces to the Vlasov equation [26], and these two models will be

used here to investigate the electron dynamics.

Although the Wigner approach is fully quantum the quantization rules are omitted

and should be imposed by additional constraints. Thus, for the calculation of the ground-

state, we make use of the standard density functional theory (DFT), which is a widely

used and e�cient tool for self-consistent calculations of electronic structures. The main

feature of this technique is that the density of the interacting electron system can be

obtained as the density of an auxiliary system of non-interaction electrons moving in

an e�ective local single-particle potential. More details of this representation we will

be given in the next chapter as there is an intimate connection between the electronic

wavefunctions and the Wigner function.

1.2.1 Distribution function

In classical physics, at any given time, each particle has a speci�c position and velocity.

The instantaneous con�guration of a large number of particles is thus characterized by

specifying the density of particles at each point x, v in the phase-space. The function

prescribing the instantaneous density of particles in the phase-space is called the dis-

tribution function and is denoted by f(x, v, t). Thus, f(x, v, t)dxdv is the number of

particles at time t having positions in the interval x and x + dx and velocities in the

range between v and v + dv.

f(x, v, t)dxdv = Number of particles in dxdv at time t

As time progresses, the particle motion and acceleration causes the change of the number

of particles in a given phase-space volume, so that f will change. The characterization

of the system by f does not keep track of the trajectories of individual particles, but

rather characterizes classes of particles having the same x and v.
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1.2.2 Classical Vlasov equation

In order to understand better the evolution of the distribution function in the phase

space let us recall an example shown in Ref. [27]. Let us consider the ensemble of alike

particles in a two dimensional phase-space x, v showed in �gure 1.7. Let us try to �nd

the rate of change of the number of particles inside a small box dxdv. De�ning a(x, v, t)

to be the acceleration of a particle, it is seen that the particle �ux in the horizontal

direction is fv and the particle �ux in the vertical direction is fa. Thus, the particle

�uxes into the four sides of the box are:

I. Flux into left side of box is f(x, v, t)vdv

II. Flux into right side of box is −f(x+ dx, v, t)vdv

III. Flux into bottom of box is f(x, v, t)a(x, v, t)dx

IV. Flux into top of box is −f(x, v + dv, t)a(x, v + dv, t)dx

Since the number of particles in this box is f(x, v, t)dxdv, the rate of change of the

particles in the box is:

∂f(x, v, t)

∂t
dxdv = − f(x+ dx, v, t)vdv + f(x, v, t)vdv (1.1)

− f(x, v + dv, t)a(x, v + dv, t)dx+ f(x, v, t)a(x, v, t)dx

by expanding the quantities on the right hand side in Taylor series, we obtain the one

dimensional Vlasov equation

∂f

∂t
+ v

∂f

∂x
+

∂

∂v
(af) = 0 (1.2)

Because x, v are independent variables in phase-space, the spatial derivative term has

the commutation property

v · ∂f
∂x

=
∂

∂x
· (vf). (1.3)

For typical electrostatic problems the acceleration can be written as

a =
e

m

∂φ

∂x
(1.4)

where φ is the electrostatic potential. Because the acceleration in that case is indepen-

dent of the velocity we can write

a · ∂f
∂v

=
∂

∂v
· (af) (1.5)
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x

v
dx

dv

Figure 1.7: One�dimensional phase space with randomly distributed particles.

and the Vlasov equation can also be written in the following form:

∂f

∂t
+ v

∂f

∂x
+

e

m

∂φ

∂x

∂f

∂v
= 0. (1.6)

In the present thesis we make use of the Vlasov equation to describe the classical

electron dynamics in thin metal �lms. Within the mean �eld approximation the electric

potential can be calculated by Poisson equation:

∂2φ

∂x2
=

e

ε0

(∫
fdv − ni

)
. (1.7)

where ni is the ion density. The one�dimensional (1D) approximation used in equations

(1.6) and (1.7) relies on the fact that a thin �lm can be considered as an in�nite slab

of thickness L. This assumption holds if the �lm size in the directions parallel to its

surface is large compared with L. In this case, it is suitable to use a 1D model, where

only the normal coordinate x and its corresponding velocity v play a role.

The Vlasov�Poisson (VP) model satis�es some basic physical properties like, for

example:

- mass conservation

d

dt

∫∫
f(t, x, v)dxdv = 0 (1.8)

- momentum conservation

d

dt

∫∫
f(t, x, v)vdxdv = 0 (1.9)
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- energy conservation

d

dt

{
m

2

∫∫
f(t, x, v)v2dxdv +

ε0
2

∫
E2(t, x)dx

}
= 0 (1.10)

where E(t, x) = −∂φ/∂x is the electric �eld. The latter expression can be obtained
by multiplying the Vlasov equation by v2, and integrating by parts.

Concerning the initial condition for the electrons, the relevant equilibrium is given

by the quantum Fermi�Dirac statistics. In that sense, this model can be referred as

semiclassical (it includes the Fermi�Dirac distribution for the ground state, but neglects

the quantum character of the electron dynamics). When dealing with such a represen-

tation it is important that the numerical scheme preserve the fermionic character of the

electron. For the VP model, a form of the exclusion principle is satis�ed if f respects

the following condition [28]: f(x, v, t) ≤ f(x, v, t = 0), where f(x, v, t = 0) is the ground

state Fermi�Dirac distribution. This property (known mathematically as the "maximum

principle") is indeed satis�ed by the Vlasov equation (1.6).

1.2.3 Wigner formalism

The phase space (x, v) cannot have the same meaning in classical and in quantum

mechanics. We are not able to represent a pure state of the system by a point in phase

space, because the Heisenberg's uncertainty principle states that x and v cannot be

known simultaneously with arbitrary precision. As a result, it is also not possible to

de�ne a quantum distribution function on the phase space which can be interpreted as

a probability density. However, it is still possible to construct a phase-space formalism

for quantum mechanics which preserves many of the classical features.

The phase-space formation of quantum mechanics has its roots in the work of Wigner

[29], where he introduced the phase space distribution function that now bears his name.

This formalism can often provide useful physical insights that cannot easily be gained

from other approaches. Furthermore, it requires dealing only with constant�number

equations and not with operators, which can sometimes be a signi�cant practical advan-

tage. The main tool for the phase-space formulation of quantum mechanic is the phase-

space distribution function. There is no unique way of de�ning a quantum phase-space

distribution function[30] and therefore it should be considered simply as a mathematical

tool that facilitates quantum calculations.



14 Introduction

We now turn to a somewhat more general description of the Wigner formalism, in

terms of the standard concepts of quantum mechanics.

Wigner function

The state operator, in quantum-mechanics, ρ = |ψ〉〈ψ| can be written in the position

representation 〈q|ρ|q′〉 or in the momentum representation 〈p|ρ|p′〉. The Wigner repre-

sentation is, in a sense, intermediate between these two. For a single particle in one

dimension, it is de�ned as [31]

f(q, p, t) =
1

2π~

∞∫
−∞

〈q − 1

2
λ | ρ | q +

1

2
λ〉eipλ/~dλ (1.11)

The Wigner representation can also be obtained from the momentum representation,

f(q, p, t) =
1

2π~

∞∫
−∞

〈p− 1

2
k | ρ | p+

1

2
k〉eiqk/~dk (1.12)

showing that it is, indeed, intermediate between the position and momentum representa-

tions. The generalization to N particles in three dimensions requires that all variables be

interpreted as 3N�dimensional vectors, and that the factor (2π~)−1 becomes (2π~)−3N .

The Wigner function appears as an average value (calculated with ρ) of operators

that are not necessarily positive de�nite. It means that the Wigner function is not

everywhere positive (or zero), but may take also negative values. Consequently, it cannot

be interpreted as a probability distribution. This is the price to be paid in order to be

able to represent a quantum state in the classical phase-space. It is, however, remarkable

that the Wigner function provides a perfectly self-consistent formalism for calculating

averages, quite analogous to that of classical statistical mechanics. For example the

Wigner function reproduces the correct quantum-mechanical marginal distributions:
∞∫

−∞

f(q, p)dp = 〈q | ρ | q〉, (1.13)

∞∫
−∞

f(q, p)dq = 〈p | ρ | p〉. (1.14)

Other useful properties of the quantum distribution function can be summarized as

follows:
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- The distribution function is real-valued for all q, p, and t

- It can be used to compute averages just like in classical statistical mechanics. For

example, the expectation value of a generic quantity A(p, q) is de�ned as:

〈A〉 =

∫∫
f(q, p)A(q, p)dqdp∫∫

f(q, p)dqdp
(1.15)

- if 〈Ψi|Ψj〉 = δij the set of functions fi form a complete orthogonal set∫
fifjdxdv = δij/2π~. (1.16)

Wigner approach for many-body problems

The Wigner function in terms of the single�particle wavefunctions ψi reads as [32]

f(x, v, t) =
N∑
i=1

m

2π~
wi

∞∫
−∞

ψ∗i (x+
λ

2
, t)ψi(x−

λ

2
, t)eimvλ/~dλ. (1.17)

where wi stands for the occupation weights. As was stated above, the Wigner function is

capable to reproduce the correct quantum-mechanical distribution, so the spatial density

must satisfy the relation:

n(x, t) =

∞∫
−∞

f(x, v, t)dv =
N∑
i=1

wi|ψi|2. (1.18)

The evolution equation for the Wigner function in its integro�di�erential form is

given by the following formula:

∂f

∂t
+ v

∂f

∂x
+

em

2iπ~2

∫∫
dλdv′eim(v−v′)λ/~

[
φ

(
x+

λ

2

)
− φ

(
x− λ

2

)]
f(x, v′, t) = 0 (1.19)

where φ(x, t) is the self-consistent electrostatic potential. The Wigner equation must be

coupled to Poisson's equation (1.7) for the electric potential. Similarly like in the Vlasov

case, the Wigner equation also satis�es the physical properties like mass, momentum,

and energy conservation.

Developing the integral in (3.17) up to order O(~2) we obtain

∂f

∂t
+ v

∂f

∂x
+

e

m

∂φ

∂x

∂f

∂v
=

e~2

24m3

∂3φ

∂x3
∂3f

∂v3
+O(~4). (1.20)
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In the formal semiclassical limits ~→ 0 we obtain the Vlasov equation (1.6).

In summary, the Wigner representation is a useful tool to provide information about

the state of the system in the phase-space. This contrasts with the more conventional

representations, which may provide information about position only, or about momen-

tum only, but not both together. It should be stressed, however, that theWigner function

is not a real probability distribution, because it takes both positive and negative values.

The negativity of the Wigner function is a purely quantum e�ect (in classical physics

we do not deal with negative probability distribution), and can be used as a measure

of "classicality" of a given quantum state [33], which in turns is related to the loss of

quantum coherence.

1.3 Outline of this thesis

In this thesis we investigate the problem of the ultrafast electron dynamics in thin

sodium �lms over all time scales up to the coupling with the ion lattice, and the result-

ing quantum decoherence. Our numerical approach is based on the Wigner formalism,

which is particularly attractive as it allows to unravel complicated quantum mechanical

processes in the familiar phase-space representation. In the classical limit, the Wigner

equation reduces to the Vlasov equation, and these two models will serve us to describe

the electron dynamics. In this work, we adopt a one�dimensional approximation, which

relies on the fact that a thin �lm can be viewed as an in�nite slab. This assumption

holds if the �lm size in the direction parallel to its surfaces are large compared to the

�lm thickness.

The manuscript is organized as follows: In Chapter 2, we present the ground state

properties of our system. For this purpose, we make use of the Density Functional

Theory (DFT) thanks to which we are able to compute the wavefunctions and energy

levels in a slab geometry (Sec. 2.1). These results are used to construct the ground-state

Wigner function as it is described in Sec 2.2.

Chapter 3 is devoted to the description of our dynamical models. We describe in more

details typical time, length and velocity scales (Sec. 3.1) associated with an electron

gas, which are used in the representation of our results. The numerical aspects of our

approach are speci�ed in Sec. 3.3. In Sec. 3.4 we present also some details of the linear

response, which is possible to attain with a small modi�cation of our model.
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The main topic of this thesis, i.e., the electron dynamics, is investigated in Chapters

4 and 5. Fist, we study the ultrafast processes appearing shortly after the injection of

the laser energy. In particular, we are interested in the dipole oscillation and energy

evolution. Systematic comparisons between the classical and the quantum results will

reveal a clear classical�quantum transition occurring at low excitation energy (Sec 4.3).

The threshold of this transition corresponds roughly to the quantum of energy of a

plasmon oscillation (Sec 4.4).

The results of Chapter 4 are devoted to the early stages of the electron dynamics,

during which the ionic background remains frozen. The inclusion of the electron�lattice

interaction is provided in Chapter 5. The advantage of the phase-space description of

the quantum electron dynamics is that dissipative terms can be introduced by analogy

with classical transport models, such as the Fokker�Planck equation. The electron�

phonon coupling can be modeled by a set of two coupled di�erential equations, called

two-temperature model. In Sec 5.2 we compare the results of the Wigner simulations

with those obtained form the two-temperature model. The negativity of the Wigner

function is a pure quantum e�ect and it can be used to evaluate the decoherence time,

which represents the typical time over which quantum correlations are lost to the ion

lattice. This issue is investigated in Sec. 5.2.

In Chapter 6 we leave the electrons dynamics in metal �lms and turn to the interesting

subject of the quantum �delity in semiconductors. We investigate there the in�uence of

a random potential on the wavefunctions and energy levels of an electron gas con�ned

in a nonparabolic quantum well.

Finally, conclusions and perspectives are discussed in Chapter 7.



18



Chapter 2

Ground-state

Numerical study of the electron dynamics can be divided into two steps: �rst, the ground

state of the electron population (at �nite temperature) is determined self-consistently;

and subsequently, the equilibrium distribution is perturbed by injecting some energy

into the system. The quantum dynamics is described by the time-dependent Wigner

equation, which was described brie�y in the previous chapter. Although the Wigner

approach is a fully quantum-mechanical description, it is intrinsically ill-suited to deal

with stationary states (indeed, quantization rules are overlooked by the Wigner formal-

ism, and must be imposed as additional constraints). It is more convenient to determine

the ground-state from a standard density functional approach (Kohn�Sham equations),

and then construct the Wigner function from the computed Kohn�Sham wavefunctions.

2.1 Density functional theory

Density-functional theory [34] developed by Hohenberg and Kohn (1964) and Kohn and

Sham (1965) provided methods of investigating the electronic structure of many-body

system. Hohenberg and Kohn proved that the total energy of an electron gas is unique

functional of the electronic density n(~r):

E[n] = T [n] +

∫
n(~r)Vion(~r)d3~r +

1

2

∫
d3~r

∫
n(~r)n(~r′)

|~r − ~r′|
d3r′ + Exc[n]. (2.1)

The minimum value of the total energy functional is the ground-state energy of the

system, and the density that yields this minimum value is the exact single-particle

ground-state density. The �rst term in this expression represents the kinetic energy of

19
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an equivalent non-interacting electron system with the same ground-state density as that

of the exact many-body electron system. The second term is the potential energy due to

the electron�ion interaction, with Vion(~r) representing the Coulomb potential generated

by the positive ionic charges. The third denotes the average electron-electron interac-

tions. The last one is the exchange�correlation energy which contains all the remaining

many-body interactions. The many-electron wave function must be antisymmetric un-

der exchange of any two electrons because electrons are fermions. The antisymmetry

of the wave function produce a spatial separation between electrons that have the same

spin and thus reduces the Coulomb energy of the electronic system. This energy reduc-

tion is called the exchange energy, and this is generally referred to as the Hartree�Fock

approximation. The Coulomb energy of the electronic system can be reduced below its

Hartree�Fock value if electrons that have opposite spins are also spatially separated. In

this case the Coulomb energy of the electronic system is reduced at the cost of increas-

ing the kinetic energy of the electrons. The di�erence between the many-body energy

of an electronic system and the energy of the system calculated in the Hartree�Fock

approximation is called the correlation energy.

An important practical advantage of the density functional approach is that the

electron density can be derived from the solution of a one-electron Schrödinger-like

equation (Khon�Sham equation)[
− ~2

2m
∇2 + Veff (~r)

]
Ψν(~r) = EνΨν(~r) (2.2)

where the e�ective potential Veff is given by

Veff (~r) = Vion(~r) +

∫
e2n(~r′)

|~r − ~r′|
d3r′ + Vxc(~r) (2.3)

with

Vxc =
δExc[n]

δn(~r)
. (2.4)

The electronic density is then

ne(~r) =
∑
ν

fν |Ψν(~r)|2 (2.5)

where fν are the Fermi�Dirac occupation numbers. The Kohn�Sham equations must be

solved self-consistently so that the occupied electronic states generate a charge density

that produce the e�ective potential which is used to build the equation. This equation

shows that we can replace the full many-body problem of interacting electron gas by an

equivalent set of self-consistent one-electron equations.
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2.1.1 Metal slab

In this work, we consider a thin metal �lm (or semiconductors, see Chapter 6) of thickness

L = d − 2x0 containing a degenerate system of electrons interacting via the Coulomb

potential (�gure 2.1). According to the jellium model the ionic background is replaced

by a constant ionic charge density ρi = eni (of the bulk material) where e denotes the

absolute electron charge (e > 0). In atomic units we have ni = 3
4πr3s

where rs is the

Wigner-Seitz radius. The two parallel faces of the jellium �lm are assumed to be

x

x = x0 x = d− x0x = 0 x = d

L

Jellium slab

z

y

x

Figure 2.1: Jellium geometry

normal to the x�axis. The normalization area in the y− z plane is A. The total number
of electron is N = LAni ≡ NsA. It is convenient to render the electronic system strictly

�nite in the x direction by assuming that the electron-density pro�le actually vanishes at

�nite distance (denoted by x0) from the jellium edges. In the jellium model, the e�ective

energy potential (the self-consistent energy potential) depends only on the coordinate

normal to the surface (y − z plane) i.e. Veff (~r) = Veff (x). The motion of an electron

in the plane of surface completely decouples from it's motion along the x�direction and

therefore we have

Ψν(~r) =
ei
~kq · ~rq
√
A

ψl(x), (2.6)

where ~rq and ~kq are, respectively, position and wave vectors in the y − z plane and the

total energy reads,

Eν =
~2k2q
2m

+ εl. (2.7)
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From (2.6, 2.7, 2.2), ψl(x) and εl (εl have discrete values) are the stationary wave func-

tions and the associated energy eigenvalues solutions of the one-dimensional Schrödinger

equation [
− ~2

2m

d2

dx2
+ Veff (x)

]
ψl(x) = εlψl(x). (2.8)

The e�ective potential Veff (x) is given by

Veff (x) = V∞(x) + VH(x) + Vxc(x), (2.9)

where V∞ is the potential energy which simulates the presence of in�nite potential walls

located at a distance x0 from the jellium edges (vertical dashed lines in �gure 2.1)

and VH(x) the electrostatic Hartree energy potential, which is the solution of Poisson's

equation

d2VH
dx2

= − e

ε0
(ni − ne) (2.10)

This equation is solved numerically by using �nite di�erence methods (for more details

about the numerical methods see section 3.3).

The complexity of the many-body problem is hidden in the last term Vxc(x). The

simplest method to describe the exchange�correlation energy is to use the local density

approximation (LDA), where commonly used the exchange energy potential (local Slater

approximation reduced by a factor 2/3) is given by

Vx(x) = −e2
(

3

π

) 1
3

ne(x)
1
3 (2.11)

and the correlation energy (local Wigner formula in atomic units)

Vc(x) = − 0.587e2

(rs(x) + 7.8)2
(rs(x) + 5.85) (2.12)

with rs(x) = (3/4πne(x))1/3. Finally Vxc(x) = Vx(x)+Vc(x). The LDA has been used in

large number of practical applications of the density functional method and is known to

give good results for important quantities, such as the work function and surface energy

[34]. Here, we are not interested in a detailed discussion about possible description of

Vxc, as in our model we need a solid representation which incorporates only the most

important e�ects.

At �nite temperature the electron density is given by

ne(~r) = ne(x) ≡
∑
ν

fν |Ψν(~r)|2 (2.13)
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where fν is the Fermi-Dirac energy distribution function. We de�ne the internal energy

U as

U =
∑
ν

Eν =
∑
~kq,l

f~kq,l

(
~2k2q
2m

+ εl

)
. (2.14)

The Fermi-Dirac energy distribution

(a) At Te = 0 K is given by

fν = 2Θ(EF − Eν), (2.15)

where EF is the Fermi energy and Θ is the Heaviside function. The factor 2 in the

above expression takes care of the summation over the electronic spin states. The

density (2.13) can be rewritten as

ne(~r) =
1

A

∑
~kq,l

f~kq,l|ψl(x)|2, (2.16)

and by using the usual prescription

1

A

∑
~kq

�
1

(2π)2

∞∫
0

dkqkq

2π∫
0

dθ (2.17)

we get (ψl(x) ∈ R and
∫ d
0
ψ2
l (x)dx = 1 ∀l)

ne(x) =
m

π~2
occ∑
l

(EF − εl)ψ2
l (x), (2.18)

where occ denotes the number of occupied states. The Fermi energy EF is deter-

mined by the condition (charge neutrality of the system A
d∫
0

ne(x)dx = ALni)

m

π~2
occ∑
l

Θ(EF − εl)(EF − εl) = Lni = Ns. (2.19)

The internal energy (2.14) reads as

U =

(
Am

π~2

)
1

2

occ∑
l

(E2
F − εl). (2.20)
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(b) At Te 6= 0 K we have

fν =
2

e(Eν−µ)/kBT + 1
(2.21)

leading to

ne(x) =
m

π~2β

∞∑
l

[
ln(1 + eβ(εl−µ))− β(εl − µ)

]
ψ2
l (x), (2.22)

and by using (2.17) to

U =
Am

π~2β

[
π2

6β
+ εl ln

(
e(εl−µ)β + 1

)
+

1

β
polylog(2,−e(εl−µ)β) +

β

2
(µ2 − ε2l )

]
(2.23)

where β = 1/kBTe and µ is the chemical potential. The polylog(a, z) is a special

function given by

polylog(a, z) =
∞∑
j=1

zj

ja
. (2.24)

The thermal energy per particle can be de�ned as

Ēth = κ(Te)− κ(0) (2.25)

with κ = K/N where K is the kinetic energy of a non-interacting electron gas of

density ne(x). In order to calculate K, we note from (2.2) and (2.14) that

U =
∑
ν

fν

〈
Ψν

∣∣∣∣−1

2
∇2 + Veff (x)

∣∣∣∣Ψν

〉
(2.26)

leading to

K = U − A
d∫

0

Veff (x)ne(x)dx. (2.27)

Since the number of particles is given by N = A
∫ d
0
ne(x)dz = ALni, the internal

energy per particle reads

u =
m

π~2βLni

[
π2

6β
+ εl ln

(
e(εl−µ)β + 1

)
+

1

β
polylog(2,−e(εl−µ)β) +

β

2
(µ2 − ε2l )

]
(2.28)

and

κ = u− 1

ani

d∫
0

Veff (x)ne(x)dx. (2.29)
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Let's de�ne a degeneracy factor for the state l as

wl ≡
m

π~2β
[
ln(1 + eβ(εl−µ))− β(εl − µ)

]
. (2.30)

Using this de�nition one has

ne(x) =
∞∑
l

wlψ
2
l (x). (2.31)

For Te = 0 K (2.30) reduces to

wl =
m

π~2
(EF − εl). (2.32)

The occupation weight for the subband l is thus given by

wl =
wl
Lni

. (2.33)

Finally, the chemical potential µ is determined by the condition (charge neutrality

of the system)

∞∑
l

wl = Lni. (2.34)

2.1.2 De�nition of the ionic backgrounds

For simple metals, the electronic properties of a thin metal �lm can be described quite

well within the so-called jellium model [34]. In this approximation the lattice of positive

ionic charges is replaced by a uniform background de�ned by

ni(x) = niΘ(x) (2.35)

where Θ(|x| ≤ L/2) = 1 and Θ(|x| > L/2) = 0. The only free parameter is the density

ni.

In our calculations, however, we have considered another shape for the background

(jellium model with soft edges, which is more realistic than the version with steep edges)

given by

ni = ni[1 + exp((|x− d/2| − L/2)/σi)]
−1. (2.36)

Typical ion density pro�les as a function of the spatial coordinate are presented in �gure

2.2. The value of the parameter σi determines steepness of the ion density. The higher

the value of σi, the smoother is the transition of the density around the edges.
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Figure 2.2: Normalized ion densities for the �lm of thickness L = 50LF ≈ 6
mn. Two di�erent backgrounds are depicted.

For ions we have the following relation

d∫
0

dxni(x) = Lni = Ns. (2.37)

2.1.3 Numerical method

The solutions of the Schrödinger equation for a one-dimensional square well potential

with perfectly rigid walls (V = 0 for 0 < x < d and V =∞ for x = 0 and x = d) are

ϕs(x) =

 (2/d)1/2 sin
(
sπ
d
x
)

for 0 ≤ x ≤ d

0 for x < 0;x > d,
(2.38)

and

εs =

[
~πs

(2π)1/2d

]2
. (2.39)

According to the symmetry of our electronic system we use the following representation

of the wavefunctions ψl, solutions of (2.8) which automatically satisfy the boundary
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conditions ψl(x) = 0 at x = 0 and x = d:

ψl(x) =

(
2

d

)1/2 ∞∑
s=1

a(l)s sin
(sπ
d
x
)
. (2.40)

Substituting (2.40) in (2.8), we obtain the following matrix equation
∞∑
k′
Mk′

k a
(l)
k′ = εla

(l)
k for k = 1, 2, 3, ... (2.41)

Practically, the above sum is performed only up to k′max. The matrixM has the following

expression

Mk′

k =
~

2m

(
kπ

d

)2

δk
′

k +M
k′(H)
k +M

k′(xc)
k (2.42)

with

M
k′(H)
k =

4πe2

d

d∫
0

dx[ne(x)− ni(x)]Ik
′

k (x) (2.43)

and

M
k′(xc)
k =

2

d

d∫
0

dxVxc(x) sin

(
kπ

d
z

)
sin

(
k′π

d
z

)
. (2.44)

The above integrals have to be evaluated numerically. The explicit form of Ik
′

k (x) in

(2.43) is given by

Ik
′

k (x) =
1

2
[I
k′(+)
k (x)− Ik

′(−)
k (x)] (2.45)

where

I
k′(+)
k (x) =

d2

π2(k + k′)

[
1 + (−1)k+k

′ − 2 cos
[
(k + k′)

π

d
x
]]

(2.46)

and

I
k′(−)
k (x) = δk

′

k

[
z2 − zd+

d2

2

]
+ (1− δk′k )

d2

π2(k − k′)2
[
1 + (−1)k+k

′ − 2 cos
[
(k − k′)π

d
x
]]
.

(2.47)

The Kohn�Sham procedure consists of solving equations (2.8, 2.9, 2.13) self-consistently.

During each step of our numerical procedure, the equation (2.8) is solved using its matrix

form (2.41) and the chemical potential µ is determined by requiring the conservation

of the total number of electrons form equation (2.34). The two free parameters: k′max
the maximum number of matrix elements, and x0, does not alters the �nal results for

reasonable choices. For the slab of thickness L = 50LF the values of the free parameters

are x0 = 10LF and k′max = 23. It has been checked that other reasonable choices of

those parameters gives exactly the same solutions.
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2.1.4 Solution of the Kohn�Sham equations

In this section we shortly describe the main results of our ground-state construction

based on the resolution of the Kohn�Sham equation in the thin �lm symmetry (which

we shall use to compute the Wigner function). We concentrate here on the thin sodium

�lms (rs = 4a0 where a0 = 0.529Å), for which the valence electrons are fully delocalized

and the in�uence of the core electrons can be neglected. (We express all quantities in

terms of a few normalized units, which will be described in the next chapter.)

In �gure 2.3 we show the e�ective potential Veff with and without exchange�correlation

part for several thicknesses of the �lm. With increasing size of the �lm, we take into

consideration more and more states, and the potential pro�les becomes broader. With-

out Vxc, the potential falls less rapidly, and its minimum is situated at the center of the

�lm. As it can be clearly seen on the picture Vxc gives more con�nement to the system.

The normalized electron density ne/ni for di�erent temperatures is presented in �g-

ure 2.4. The pro�le reveals slowly decaying Friedel oscillations, which correspond to

a rippling pattern of electrons around the positive ion density. This e�ect is the con-

sequence of the quantum nature of the electrons. In quantum mechanics the negative

charge is not sitting at exactly one spot, but is "smeared out" over a region of space.

The size of this region is characterized by the electron wavelength λ. For an electron gas

only electrons with energy near the Fermi energy can participate in the screening pro-

cess and λ = λF where λF = 2π/kF with kF representing Fermi wave vector. Negative

electrons are initially pulled strongly toward the surface. This determines the charge

density not just at the surface, but also for the distance after it. The charge density that

is correct for the surface becomes too strong for further distances, and sets up a cycle

of overcompensation and correction of the electron density, with gradually decreasing

amplitude.

The amplitude of the Friedel oscillations weakly depends on the electron temperature.

The reason of this e�ect can be explained by a wide range of electron wavelengths λ at

higher temperatures. If we increase the temperature of the system the new states become

available for the electrons. As the electrons jump to these states their energy increase

and their wavelengths decrease. The quantum interference of the electrons with di�erent

λ causes the lowering of the oscillation's amplitude, and with increasing temperature the

system becomes more classical (no oscillation at all).

The actual wavelength of the observed Friedel oscillations is equal λF/2 instead of
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Figure 2.3: E�ective and Hartree potentials for three �lms of thickness: L =
20LF , L = 30LF , and L = 50LF .
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Figure 2.4: Normalized density pro�le near the edge of the slab of thickness
50LF for di�erent temperatures. The inset shows complete pro�le at Te = 0 K.

λF . The reason for the discrepancy comes from thinking about one wavelength of the

electron as a single "lump" of density. In reality, since the density of the electron ne is

proportional to the wave amplitude squared (ne∼ψ2), each wavelength corresponds to

two density "lumps". So each electron consists of two density lumps, and a resultant

charge density oscillates with half-wavelength of the screening electrons [35].

Typical examples of the solution of the Kohn�Sham equation are presented in �gure

2.5. At the absolute zero temperature, starting with the empty system, the electrons

start �lling the bottom unoccupied quantum states and continue occupying higher lev-

els until all electrons are accommodated. The topmost �lled level in the ground-state

determines the Fermi energy. As the temperature is increased the kinetic energy is also

increased and some energy levels which were vacant at Te = 0 K are now accessible

for the electrons. The probability of �lling the high energy states increases with the

temperature.

The computed electron density given by (2.22) together with the weighted subbands

densities are presented in �gure 2.6. The pro�les, for two �lms of thickness L = 50LF
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Figure 2.5: E�ective potential with the energy levels at Te = 300 K (left) and
Te = 2000 K (right) for L = 50LF . The occupation probability of high energy
subbands increases with temperature.

and L = 20LF , were calculated self-consistently with and without Vxc, respectively. The

density pro�les in the interior exhibit slowly decaying Friedel oscillation. However, the

density shape in the absence of the exchange�correlation potential shows the ripples of

smaller amplitude.

The width of the electron density pro�les clearly becomes boarder with increasing L,

as we need to include more states for larger �lm. Subbands densities for the two thickness

of the �lms (see for example n1) di�er quite signi�cantly because the occupation weights

wl are considerably smaller if we have more states (the sum is always equal to
∑
wl = 1).

2.2 Wigner function in slab geometry

Having computed N Kohn�Sham wavefunctions ψl and respective occupation numbers

wl we can construct the ground-state Wigner function f(x, v).

Following the de�nition (1.17) the Wigner function can be written as a sum of in-

dividual Wigner function taken with compatible weight f(x, v) =
∑

l wlfl(x, v). Each

of the partial Wigner function fl corresponds to the suitable wavefunctions ψl of the

ground-state. As an illustration, some typical ground-state wavefunctions and the cor-

responding partial Wigner functions, for a �lm of thickness L = 50LF , are shown in

�gure 2.7. First plot shows Wigner function for the state l = 1. As it can be seen that

the partial Wigner distribution is peaked at the center x = v = 0, and near the main
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Figure 2.6: Electron density (at Te = 300 K) with exchange�correlation poten-
tial (left panels) and for pure Hartree potential (right panels), for two thicknesses
of the �lm: L = 50LF (top) and L = 20LF (bottom). The electron density is
the sum of weighted subbands densities ne =

∑
nl, given by nl = wlψ

2
l .

peak we can also observe disappearing ripples where Wigner function takes negative

value. This feature of the Wigner distribution becomes even more clear for the 2nd

eigenstate, which besides of four peaks with positive value, have also one big negative

peak. For higher subbands Wigner function becomes strongly oscillating.

An example of the total Wigner function is presented in �gure 2.8. A good test of this

construction is comparing the spatial density obtained from integrating the distribution

function over the velocity coordinates with those given by the sum of the square of

wavefunctions (2.22) (that is to check the relation (1.18)). As we can see in �gure 2.8

there is no di�erence between the two curves and it constitutes a direct con�rmation

that this procedure is correct.
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2.3 Initial state for the Vlasov model

At a given temperature Te, which is generally much smaller than the Fermi temperature

TF , the relevant equilibrium for electrons is given by the quantum Fermi�Dirac distribu-

tion [36]. Although the Vlasov model (described in Section 1.2.2) constitutes a classical

representation, the initial (Fermi�Dirac function) condition we use to evaluate the elec-

tron dynamics lies deeply in the quantum regime. In this sense, the Vlasov model can be

considered as semiclassical (classical dynamics, but quantum statistics at equilibrium).

As was previously described we have adopted a 1D geometry to describe the electron

dynamics. However, at thermodynamic equilibrium, the electrons should be allowed to

occupy all available states in velocity space, and there is no reason why states with

vy 6= 0 and vz 6= 0 shouldn't be occupied. Therefore, even in 1D model, the equilibrium

distribution should always be described by a three-dimensional Fermi-Dirac distribution

f0(x,v) = const× 1

1 + eβ(ε−µ)
, (2.48)

where ε = m|v|2/2 − eVH(x) is the single-particle energy (v is the 3D velocity vector).

The chemical potential µ(T ) is determined by
∫
f0dv = n0, where n0 is the equilibrium

density.

It is still possible to keep the 1D geometry provided that we use the 3D Fermi-Dirac

distribution (2.48) projected on the vx axis f0(x, vx) =
∫ ∫

f0(x,v)dvydvz. This integral

automatically yields (with the correct multiplicative constant)

f0(x, vx) =
3

4

ne
vF

Te
TF

ln
(
1 + e−β(ε−µ)

)
, (2.49)

with ε(x, vx) = mv2x/2 − eVH(x). At zero temperature the above expression takes the

form

fTe=0
0 (x, vx) = 3

4
ne
vF

(
1− ε

EF

)
for |vx| < vF (2.50)

and fTe=0
0 = 0, for |vx| > vF (in the following we assume v = vx).

The electrostatic potential is obtained self-consistently from the solution of the Pos-

sion's equation

∂2VH
∂x2

= − e

ε0
[ni(x)− ne(VH(x))]. (2.51)

The nonlinear Poisson equation is solved with boundary conditions V ′H(0) = V ′H(d) = 0

which corresponds to zero electric �eld at the boundaries. These boundary conditions

imply that the total electric charge in the interval [0, d] vanishes, i.e.
∫
nedx =

∫
nidx.
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2.4 Ground-state properties

Typical density pro�les for the equilibrium electron distribution are shown in �gure

2.9. The semiclassical VP model yields a smooth density pro�le (without oscillations �

representing continuous energy spectrum). In the quantum regime (WP) we observe the

usual Friedel oscillations, which are particularly important near the edges of the �lm.

The ground-state thermal energy per particle Ēth, given by (2.25), as function of the

square of the electron temperature is presented in �gure 2.10. The Wigner and Vlasov

results are almost identical and close to the theoretical value represented by a solid line.

The theoretical curve corresponds to the estimation for a Fermi gas (1D bulk system)

at low temperature given by Ēth = C(Te/TF )2, with C = π2/12 [37]. This estimation

is only valid for temperatures Te � TF . This is why we observe di�erences between

the theoretical prediction and our results at higher temperatures. Another possible

explanation for this di�erence may be related to the fact that we are dealing with a

�nite-size electron system, whereas the theoretical approximation was obtained for an

in�nite electron gas.

Another ground-state property which we would like to investigate is the chemical
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Figure 2.9: Ground-state electron densities in the semiclassical (VP) and quan-
tum (WP) models. The inset shows a zoom near the �lm edge.
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Figure 2.10: Thermal energy per particle as a function of (Te/TF )2. The solid
line corresponds to the theoretical value for the bulk at low temperature.

potential µ, shown in �gure 2.11. The value of this quantity in the Wigner and Vlasov

models is quite similar for all considered temperatures, and close to the exact theoretical

result (here valid for all temperatures) obtained for a Fermi gas in three dimensions. The

exact value of the chemical potential µ is solution of the equation

g

(
−βµ, d− 2

2

)
= αB (2.52)

with

g(−βµ, ρ) =
1

Γ(ρ+ 1)

∞∫
0

zρdz

e−βµ+z + 1
(2.53)

where Γ is the Gamma function and

αB ≡ eβµB =
1

2
niλ

d
T (2.54)

where µB is the Boltzmann chemical potential and λT is the thermal wave length de�ned

by λT =
(

2π~2
mkBTe

)1/2
.
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Figure 2.11: Chemical potential as a function of the electron temperature for
the Wigner (black squares) and Vlasov (red stars) ground-states. The continuous
line represents the theoretical results for the bulk.

Another interesting quantity is the statistical entropy of the ground-state. We present

here only the results for the quantum regime as there is no easy way to get similar results

for the classical representation.

Let us consider the statistical entropy [37]

S = −kB
∑
ν

fν ln(fν) + (1− fν) ln(1− fν). (2.55)

By using (2.17, 2.21) we obtain

S =
kBmA

π~2β
∑
l

[
dilog

(
eβ(εl−µ)

eβ(εl−µ) + 1

)
+
π2

6
+ dilog(eβ(εl−µ) + 1) +

1

2
ln(eβ(εl−µ) + 1)2

]
.

(2.56)

where dilog(x) =
∫ x
1

ln(t)
1−t dt. The entropy per particle S is obtained by dividing S by

the total number of particles N = aAni. Figure 2.12 shows the statistical entropy per

particle as a function of the temperature. With increasing temperature more states with

appreciable probability are available for the system leading to an increase of the entropy.
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Figure 2.12: Statistical entropy as a function of the temperature for di�erent
sizes of the �lms. The continuous line represents the theoretical results for the
bulk at low temperature.

The theoretical estimate for an in�nite Fermi gas at low temperature (Te � TF ) yields

a linear dependence

S =
2c

β
(2.57)

where c = 1/2(2π/3)4/3r2s . As can be clearly seen from �gure 2.12 theoretical estimates

�t very well the numerical results. Once again we observe that the properties of the

electron gas con�ned in the thin �lm are very close to those of an in�nite Fermi gas.

The ground-state properties presented in this section aimed to understand whether

the standard bulk properties apply to �nite-size systems. As we have seen they do

apply especially well at low temperatures. Although the results for chemical potential

agree rather well for both quantum and semiclassical calculations, in cases of the ther-

mal energy and the statistical entropy we can see some little discrepancy in the high

temperature limit. Despite this small deviation, the thermodynamical properties of the

electron gas in the �lm are in good accordance with those of an in�nite noninteracting

fermions. It may seem that the presence of the surfaces does not play a crucial role in
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determining ground-state properties, however we need to be careful when we turn into

dynamical properties. The fact that bulk theory represents quite adequately the ground-

state characteristic, does not guarantee that it will work equally well in time-dependent

circumstances. As we will see in Chapter 4, the presence of the surfaces is of paramount

importance for dynamical phenomena.



Chapter 3

Dynamical models and numerical

methods

The calculation of the ground state structure is just a preliminary step to describe the

nonlinear dynamics in thin metal �lms. In this chapter we will provide more details on

the mathematical structure of our dynamical models and on the numerical techniques

used so solve the relevant equations. Subsequently we will validate our Wigner approach

by comparing results of the Wigner model to those obtained with DFT in the linear

regime.

3.1 Normalized units

In this work all quantities are expressed in terms of a few normalized units that rep-

resent typical velocity, time and length scales for an electron gas. These quantities are

commonly used in the plasmas physics as well as the kinetic equations which we use to

evaluate the electron dynamics.

Plasma physics is not so far away form the world of nanoparticles [32], which can

be easily explained by the following arguments. Valence electrons in metals are not

attached to one atom but are shared throughout the lattice. They give rise to a gas of

electrons, neutralized by the atomic positive ions. Although, some level of understanding

of metallic properties can be obtained by considering noninteracting electrons, a more

accurate description can be worked out by treating the electron population as a plasma,

globally neutralized by the lattice ions.

41
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For ordinary metals, however, the presence of a regular ion lattice determines most

of the properties of the electron population (i.e. band structure, thermodynamics prop-

erties) and typical plasma e�ects constitute only a higher order correction. Thanks to

the tremendous progress in the manipulation of metallic nanostructures, it is now pos-

sible to produce particles composed of a small number of atoms. For such objects, no

underlying regular ionic lattice exists, so that the dynamics of the electron population

is principally governed by plasma e�ects, at least for large enough system. Also the

development of ultrafast laser sources makes it possible to probe the electron dynamics

in metallic nanostructures on the typical time scale of plasma phenomena. By virtue of

these argument metallic nanostructures constitute an ideal area to study the dynamical

properties of quantum plasmas.

3.1.1 Time scales

Let us consider a globally neutral plasma of number density n, composed of electrons

with mass m and �xed ions, interacting by the Coulomb forces. Now, if the density of

the electrons in one region is increased (thus creating a net negative charge), they will

repel each other and in addition they will be pulled back by the positive charge they

left behind. As the electrons move backwards to their initial con�guration they pick up

kinetic energy, and instead of just coming to rest in their equilibrium con�guration, they

overshoot the mark, and travel further. In the absence of collisions this process gives

rise to the oscillation of electron population at the plasma frequency ωp.

It can be easily shown that ωp corresponds to the typical electrostatic oscillation

frequency of charged particles in response to a small charge separation [38]. Let us

consider a one-dimensional situation in which we have a slab consisting of electrons

residing in the sea of positive ions. Let us suppose that the entire electron population

is displaced from its equilibrium position by an in�nitesimal distance δx (schematically

presented in �gure 3.1). Since the electrons have been displaced (we can neglect ionic

motion as they are much heavier than electrons) their density will also change. The

resulting change in charge density which develops on the leading face of the slab is

σ = enδx. An equal and opposite charge density develops on the opposite face. The x�

directed electric �eld generated inside the slab is of magnitude Ex = −σ/ε0 = −enδx/ε0.
The force on an electron in the displaced position is Fx = eEx = −e2nδx/ε0 a restoring

force proportional to the displacement δx of the electron. This lead to the harmonical
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Figure 3.1: A schematic representation of electrons displacement.

oscillations of the electrons. The equation of motion of a displaced electron is

m
d2δx

dt2
= −e

2n

ε0
δx (3.1)

taking δx = (δx)0e
iωpt we �nd that a disturbance of a plasma will set up free oscillation

of the electrons about their equilibrium position at the frequency:

ωp =

(
e2n

mε0

)1/2

. (3.2)

Because ωp represents the typical oscillation frequency for electrons immersed in a

neutralizing background of positive ions, the time scale in our model is normalized to

the inverse of the plasma frequency ω−1p .

3.1.2 Debye shielding

Another fundamental characteristic of the behavior of a plasma is its ability of shielding

every charge in the plasma by a cloud of oppositely charged particles. When we put

some excess positive charge into the plasma, it will be rapidly surrounded by a cloud of

electrons. Screening can be calculated using Poisson's equation with the source terms
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being the additional charge and its associated cloud [27]:

∇2φ = − 1

ε0

[
qexδ(r) +

∑
σ

nσ(r)qσ

]
(3.3)

where the term qexδ(r) represents the excessive charge and
∑
nσ=i,e(r)qσ describes the

charge density of all plasma particles that participate in the screening. Before the addi-

tional charge was inserted this term vanished because the plasma was assumed to be ini-

tially neutral. If plasma is su�ciently close to the thermal equilibrium, its particle densi-

ties are distributed according to the Maxwell-Boltzmann law nσ = nσ0 exp(−qσφ/kBTσ).

Furthermore, because the perturbation due to excessive particle is in�nitesimal, we can

safely assume that |qσφ| � kBTσ, in which case we can expand the exponential in a

Taylor series so the density becomes simply nσ ≈ nσ0(1− qσφ/kBTσ). The assumption

of initial neutrality means that
∑

σ nσ0qσ = 0, thus (3.3) reduces to

∇2φ− 1

L2
D

φ = −qex
ε0
δ(r) (3.4)

and the e�ective Debye length can be de�ned as

1

L2
D

=
∑
σ

1

L2
σ

where Lσ represents the species Debye length. After substituting qi = −qe = e and

ni0 = ne0 = n we can write the Debye length in the form:

LD =

(
ε0kBT

ne2

)2

. (3.5)

Equation (3.4) can be solved using standard mathematical techniques and gives

φ(r) =
e

4πε0r
exp(−r/LD). (3.6)

For r � LD the potential φ(r) is identical to the potential of an additional charge in

vacuum whereas for r � LD the extra charge is completely screened by its surrounding

shielding cloud. The nominal radius of the shielding cloud is LD. Because the supple-

mentary particle is completely screened for r � LD, the total shielding cloud charge is

equal in magnitude to the charge on the additional particle and opposite in sign.

3.1.3 Length and velocity scales in quantum regime

When quantum e�ects start playing a role, the above picture gets more complicated and

new parameters become important. One of the most relevant parameter in this case is



Dynamical models and numerical methods 45

the de Broglie wavelength of the charged particles

λB =
~

mvT
, (3.7)

where vT = (kBT/m)1/2 represents the thermal velocity due to random thermal motion.

The de Broglie wavelength roughly represents spatial extension of the particle wave

function and the larger it is the more important quantum e�ect are. For ions, for

example, the de Broglie wavelength is much smaller that for electrons because of the

large mass di�erence, and in all practical situation the ion dynamics is treated classically.

For classical regimes, the de Broglie wavelength is so small that the particles can

be considered as pointlike, therefore there is no overlapping of wave functions and no

quantum interference. On this basis, it is reasonable to postulate that quantum e�ects

start playing a signi�cant role when the de Broglie wavelength is similar or larger than

the average interparticle distance n−1/3, i.e. when

nλ3B ≥ 1 (3.8)

On the other hand, quantum e�ect became important when the temperature is lower

than the so-called Fermi temperature TF , de�ned as

kBTF ≡ EF =
~2

2m
(3π2)2/3n2/3. (3.9)

When T approaches TF , the relevant statistical distribution changes from Fermi-Dirac

to Maxwell-Boltzmann and we can de�ne the degeneracy parameter as χ = TF/T . It

can be also noted that χ is simply related to the dimensionless parameter nλ3B discussed

above:

χ ≡ TF
T

=
1

2
(3π2)2/3(nλ3B)2/3. (3.10)

Considering the quantum time scale for collective phenomena, this is still given by

the inverse of the plasma frequency (3.2). The thermal speed becomes meaningless in the

very low temperature limit, and should be replaced by the typical velocity characterizing

a Fermi-Dirac distribution. This is the Fermi velocity:

vF =

(
2EF
m

)1/2

=
~
m

(3π2n)1/3. (3.11)

With the plasma frequency and the Fermi velocity, we can de�ne a typical length scale

LF =
vF
ωp
, (3.12)
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Table 3.1: Typical parameter for gold and sodium �lms

Units Au Na

n̄i m−3 5.9× 1028 2.5× 1028

ω−1p fs 0.07 0.11

~ωp eV 9.02 5.87

EF eV 5.53 3.12

TF T 6.4× 104 3.6× 104

LF nm 0.09 0.12

vF ms−1 1.39× 106 1.05× 106

rs nm 0.16 0.21

rs/a0 - 3.01 4.0

which is a quantum analog of the Debye length (LD = vT/ωp). Just like the Debye

length, LF describes the length scale of electrostatic screening in a quantum plasma.

In summary, the basic units used in our model are as follows:

- Time is normalized to the inverse of the plasmon frequency ωp.

- Velocities are normalized to the Fermi speed vF .

- Distances are expressed in units of the Thomas�Fermi screening length LF .

In addition, particles densities are normalized to the ion density of the bulk metal n̄i.

For alkali metals we have LF = 0.59(rs/a0)Å, ω−1p = 1.22 · 10−2(rs/a0)
3/2fs, EF =

50.11(rs/a0)
−2eV, and TF = 5.82 · 105(rs/a0)

−2 K, where rs is the Wigner-Seitz radius

and for sodium, rs = 4a0 (a0 stands for Bohr radius). The principal physical parameters

for sodium and gold �lms are summarized in table 3.1.
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3.2 Classical and quantum dynamical models

The most fundamental model for the quantum N -body problem is the Schrödinger equa-

tion for the N -particle wave function ψ(x1, x2, ...xN , t). Obviously, this is an unrealistic

task, both for analytical calculations and numerical simulations. A drastic, but useful

and to some extent plausible simpli�cation can be achieved by neglecting two-body (or

higher order) correlations. In the framework of this mean-�eld approximation each elec-

tron moves independently of all the others except that it feels the Coulomb repulsion

due to the average positions of all electrons. This amounts to assume that the N -body

wave function can be factored into the product of N one-body functions:

ψ(x1, x2, ...xn, t) = ψ1(x1, t)ψ2(x2, t)...ψN(xN , t). (3.13)

For fermions, a weak form of the exclusion principle is satis�ed if none of the wave

function on the right-hand-side of (3.13) are identical.

The evolution of the electrons in metallic nanostructures can be described by quan-

tum mean-�eld models, like for example, the time-dependent Hartree equation. Mean-

�eld models take into account collective e�ects due to the global electric charge distri-

bution, but neglect two-body correlations. This is a fairly reasonable assumption for

highly degenerate electron gases in metallic nanostructures at room temperature, as the

exclusion principle forbids a vast number of transitions that would otherwise be possible.

The set of N one-body wave functions is known as a quantum mixture (or quantum

mixed state) and usually represented by a density matrix

ρ(x, y, t) =
N∑
i=1

wiψi(x, t)ψ
∗
i (y, t), (3.14)

where we have assumed the same normalization
∫
|ψi|2dx = 1 for all wave functions and

then introduced occupation probabilities wi.

In order to evaluate the electron dynamics in thin metal �lms we use the Wigner

model based on the density matrix formalism (Von Neumann equation)

i~
ρ(t)

dt
= [H(t), ρ(t)] , (3.15)

which is equivalent to the Wigner equation

∂f

∂t
+ v

∂f

∂x
+ (3.16)

em

2iπ~2

∫ ∫
dλdv′eim(v−v′)λ/~

[
Veff

(
x+

λ

2

)
− Veff

(
x− λ

2

)]
f(x, v′, t) = 0
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where Veff is composed of a Hartree and an exchange�correlation part. For the exchange

and correlation potential we employ the adiabatic local-density approximation, i.e. we

use the same functional as in the ground-state calculation (described in more details

in Chapter 2), but allow for a time dependence of the electron density. The Hartree

potential also includes the e�ects of the ions (represented in the framework of the jellium

model, by a continuous, immobile density), and satis�es Poisson's equation

∂2VH
∂x2

=
e

ε0

(∫
fdv − ni

)
. (3.17)

In the classical limit (by taking ~→ 0 and neglecting exchange and correlation), equation

(3.17) reduces to the Vlasov equation

∂f

∂t
+ v

∂f

∂x
+

e

m

∂Veff
∂x

∂f

∂v
= 0. (3.18)

3.3 Numerical method

The equations (3.17), and (3.18) coupled to Poisson's equation for the electrical potential

∂2V

∂x2
= − e

ε0
[ni(x)− ne(x, t)] ≡

ρ

ε0
, (3.19)

constitute a nonlinear self-consistent system, as the electric potential determines f and

is in turn determined by it in equation (3.19).

The method of solving of Poisson equation is based on �nite�di�erence approach in

which the solution of di�erential equation is approximated by linear combinations of

function values at the grid points

Vj−1 − 2Vj + Vj+1

∆x2
= −ρj

ε0
. (3.20)

The above equation leads to the set of linear equations represented by a tridiagonal

matrix, which has nonzero elements only on the diagonal plus minus one column. Our

way of obtaining the electric potential is by inverting this tridiagonal matrix.

The numerical solutions of the kinetic equations (Wigner or Vlasov) are much more

elaborate and need more precautions. The solving procedure of these equations is based

on the Eulerian approach [39] in which a uniform grid covers the entire phase space

(x, v), and the distribution function is then de�ned on the mesh nodes. The main point

of numerical solving of the Wigner and Vlasov equations is the use of the well-known

splitting technique.
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3.3.1 Splitting scheme for Vlasov model

Instead of solving equations (3.18) as a whole, the splitting procedure [40] separates the

equation into two parts, which represent the free particle part and the interaction part.

The solution from time tn to time tn+1 can be obtained in four steps (t−n+1/2 and t
+
n+1/2

denote, respectively, the time before and after the electric potential is applied):

(a) (tn, tn+1/2). We have the free particle movement

∂f

∂t
+ v

∂f

∂x
= 0 (3.21)

performing the shift in the x space, we obtain the solution

f(x, v)? = f

(
x− v∆t

2
, v, tn

)
. (3.22)

(b) (t = t−n+1/2). We compute the electric potential at time tn+1/2 by substituting f ?

in the Poisson equation (3.19).

(c) (t = t+n+1/2). While the potential is applied, the free�particle motion is neglected,

and we deal with the interaction part. Thus we have

∂f

∂t
+

e

m

∂V

∂x

∂f

∂v
= 0 (3.23)

performing the shift in the v space

f(x, v)?? = f ?
(
x, v − e

m

∂V

∂x
∆t

)
. (3.24)

(d) (tn+1/2, tn+1). Starting from f(x, v)?? step (a) is repeated

f(x, v, tn+1) = f ??
(
x− v∆t

2
, v,

)
, (3.25)

and once again we follow the free particle motion.

Thus repeating the successive shifts, we can follow the time evolution of f .

The numerical implementation of the shifts, either in position or velocity space, re-

quires the interpolation of the distribution function in phase-space. It can be done

according to di�erent schemes like cubic splines [41], �nite volumes or fast Fourier trans-

forms [42]. Here we employed a numerical technique based on a �nite�volume technique,

in which the electron distribution is assimilated to a phase-space "�uid" [43].
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f(x, v, tn)

f(x− v∆t/2, v, tn)

f ?(x, v)

f̂ ?(x, λ)

exp
(
− i

~
[
V
(
x+ λ

2 , tn+1/2

)
− V

(
x− λ

2 , tn+1/2

)])
f ??(x, v)

FTv(b) Poisson equation
at t = tn+1/2

×IFTv

(a) free particle motion
from tn to tn+1/2

(d) again step (a)
from tn+1/2 to tn+1

Figure 3.2: Schematic view of the splitting method. FTv stands for Fourier
transform with respect to v. IFTv means inverse Fourier transform, and ×
denotes multiplication (i.e. shifting the phase).

3.3.2 Splitting scheme for Wigner model

The solution of the Wigner equation (3.17) is based on the same scheme as in the Vlasov

case, with only a few modi�cation of the interaction part. The �rst two steps in the

procedure of solving are identical and the �rst di�erence appears when we come to the

acceleration term, which in the quantum case is much more complicated.

While the potential is applied the free particle motion is neglected, and we deal with

the interaction part. Thus we have

∂f

∂t
+

i

2π~2

∫∫
f(v′)

[
V

(
x+

1

2
λ, t

)
− V

(
x− 1

2
λ, t

)]
e−im(v−v′)λ/~dλdv′ = 0 (3.26)

performing the Fourier transformation in v space (λ is the Fourier conjugate of v)

f̂ ??(x, λ, t+n+1/2) = f̂ ?(x, λ, t−n+1/2) exp

(
− i
~

[
V

(
x+

1

2
λ, t−n+1/2

)
− V

(
x− 1

2
λ, t−n+1/2

)]
∆t

)
.

(3.27)

Taking the inverse Fourier transform we obtain f(x, v)??, and again the free particle

motion is repeated. Schematic representation of this method is shown in �gure 3.2.



Dynamical models and numerical methods 51

3.3.3 Boundary conditions

The boundary conditions associated with our system are de�ned in following manner:

for the electron distribution, we de�ne a computational box: −Lmax/2 ≤ x ≤ Lmax/2

and −vmax ≤ vx ≤ vmax, with Lmax > L (where L is the �lm thickness), and vmax > vF .

The ground-state of the Wigner function is computed on a smaller box, but during the

evolution our computational box has to be extended in order to make sure that the

electrons do not leave it. For the Poisson equation we chose the boundary conditions

VH(±Lmax/2) = 0.

3.3.4 Numerical parameters

In this work we mainly consider �lms of thickness L = 50LF (which gives for sodium

�lm L ≈ 6nm). For di�useness parameter σi = 0.3LF , we obtain N = 18 occupied states

for the ground-state at Te = 0 K; more states are occupied at �nite temperature. The

computational box Lmax is chosen to be Lmax = L + 210LF , which corresponds to an

empty bu�er zone of 105LF on each side of the �lm. By using this condition we want

to be sure that no electrons leave our system.

3.4 Non-interacting linear response

Before turning to the interesting regime of the nonlinear e�ects, it is useful to have some

insight into the basic nature of the system. The detailed structure of the ground-state

has been obtained from the density functional theory, and now we would like to compare

these results with the results of the Wigner�Poisson equation within the linear regime.

This also constitutes a good test of the correctness of our numerical scheme.

The way of attaining the linear regime in our nonlinear model is by excluding the

Poisson equation form the calculation procedure. By this condition we remove all pos-

sible interaction between electrons. For the time evolution, we make use of the e�ective

potential Veff calculated for the ground-state using DFT (in this case it is a pure Hartree

potential) and then we keep it �xed throughout the simulation. In this way we preclude

self-consistent processes, thus focusing on the linear response.

Here we show the spectral properties and their relation to the underlying structure of

the sodium �lm. One of the most important quantities used in monitoring the electron
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Figure 3.3: Time evolution of the electric dipole for the excitation δv = 0.06vF
in the cases without Poisson equation (top) and with Poisson equation (bottom),
together with the power spectrum at Te = 300 K.

gas relaxation is the evolution of the electric dipole, de�ned as [36]

d(t) =

∫∫
fxdxdv∫∫
fdxdv

. (3.28)

For metal nanoparticules, their size is usually smaller than the wavelength of the laser

excitation as well as the optical penetration depth, therefore all conduction electron in

the particle can be collectively excited. The collective oscillation can be interpreted as a

displacement of the center of mass of all electrons in the nanoparticle against the positive

background, and for that reason the electric dipole are so important in our investigation.

The dipole evolution is presented in �gure 3.3 for the excitation δv = 0.06vF , together

with its frequency spectrum (de�ned as the square of the absolute value of the Fourier

transform of d(t)). For comparison we also show the typical behavior of this quantity
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Figure 3.4: Power spectrum of the time history of the electric dipole, together
with the transition frequencies obtained from the DFT (large dots). The red
dotted line represents the power spectrum for δv = 0.06vF rescaled by the factor
C = (0.15/0.06)2.

in the case of fully nonlinear run, which will be discussed in more details in the next

chapter.

In order to understand better the maxima appearing in the power spectrum for the

linear regime we have compared them with the transition frequency ωi−j obtained for the

ground-state (�gure 3.4). The frequency ωi−j corresponds to the frequency of transition

from energy level Ei to Ej de�ned as ωi−j = (Ei−Ej)/~. As we can see in the �gure those
frequencies almost exactly match the peak values obtained from the Fourier transform

of the dipole d(t). The higher intensity for the high energy levels is connected to the fact

that these states are near the Fermi level and the transitions in that region occur more

often. From the above picture it appears that the linear response is dominated by the

transition between the ground-state energy levels. In the nonlinear regime, the observed

spectrum cannot be easily explained in the similar way since the observed peaks are

rather irregular.

In order to highlight the linear behavior of our model without the Poisson equation
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we plotted the power spectrum for two excitation values. The red dotted line in �gure 3.4

represents the rescaled by an appropriate factor response of the system to the excitation

δv = 0.06vF . As we are comparing the excitations δv = 0.06vF and δv = 0.15vF the

scaling factor is equal C = (0.15/0.06)2. This is a general rule and works equally well

for other excitations, with the multiplication factor being the square of the ratio of the

considered perturbations. Having in mind that the excitation energy E∗ is linked to the

perturbation in velocity δv by the relation E∗/EF = n̄iL(δv/vF )2, it is clear that the

response of the electron gas is linear with respect to the injected energy E∗.



Chapter 4

Electron dynamics in thin sodium

�lms

After describing some of the most important properties of the ground-state and some

aspects of the linear response, we can now proceed to the main topic of the present

work that is the electronic dynamics in metallic nanoparticles. The most important

experimental results in this domain have been achieved thanks to the developments of

modern ultrafast pump�probe spectroscopy. In a typical pump�probe experiment, the

system is excited two successive laser pulses. The pump pulse brings the electron gas

out of equilibrium, while the second weaker pulse (the probe) acts as a diagnostic tool.

By modulating the delay between the pump and the probe, it is possible to assess with

the great precision the dynamical relaxation of the electron gas.

The description of the electron gas con�ned in a thin metal �lm will be preceded

by a short representation of dynamical mechanisms involved in the ultrafast dynamics.

We will present a typical schematic scenario and the associated time scales observed in

experiments after laser excitation.

4.1 Time scales and associated regimes

In order to get better insight into the electron dynamics occurring in metal nanoparticles,

let us summarize the typical processes and the associated time scales in sodium clusters

[44]. The electron dynamics in metallic nanostructures reveals di�erent behavior than

that observed in the bulk material. Steady progress of experimental techniques has given

55
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Figure 4.1: Schematic view of relaxation processes in metallic nanoparticles.
(reprinted from Ref. [44])

access to the nonlinear domain. As the examples of nonlinear excitation we can mention,

for instance:

- beams of highly charged ions � which are designed to ionize nanoparticle into high

energy state

- femtosecond lasers � currently used in pump�probe experiments.

These approaches di�er in their duration, from ns to sub-fs, but both have in common

that they couple to the nanoparticle via the Coulomb interaction.

Initially, the electrons absorb quasi-instantaneously the laser energy via interband

and/or intraband transitions. This early stage leads to the creation of a collective os-

cillation, the so-called surface plasmon (leftmost panel in �gure 4.1). Shortly after, the

plasmon oscillations are damped through coupling to self-consistent quasiparticle excita-

tions (Landau damping, showed in the second panel of �gure 4.1) [45, 46]. This damping,

which occurs on a very fast time scale (∼ 10 − 50 fs), was observed experimentally in

gold nanoparticles [47] and was studied theoretically in several works [46,48,49]. During

these fast processes the density of excited states depends on the spectral shape of laser

pulse and the corresponding electron distribution is non-thermal.

The subsequent step in describing the energy relaxation represents a thermalisation

of the electrons ("internal" electron thermalization). The arrangement of occupied elec-
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tronic states tend to a Fermi�Dirac distribution with a well de�ned temperature. The

electrons undergo electron�electron collisions that eventually lead the electron cloud to-

wards thermal equilibrium, sketched in the third snapshot of �gure 4.1. This increase of

the temperature due to the laser excitation can easily reach several thousands of degrees,

depending on the excitation intensity.

Electron�lattice thermalisation generally occurs on even longer time scales (rightmost

panel in �gure 4.1), and this process can be described by two coupled thermal baths (the

electrons and the lattice). The subject of electron�phonon interaction will be addressed

in the next chapter.

In this chapter the main attention is paid to the ultrafast electron processes in which

the ionic background remains frozen. Several experiments have shown [6, 7] that heat

transport through the �lm involves ballistic electrons travelling at the Fermi velocity

of the metal. These �ndings were recently corroborated by accurate numerical simula-

tions [36, 50,51] obtained with a classical phase-space model (Vlasov-Poisson equations).

These simulations also highlighted a regime of slow oscillations � corresponding to ballis-

tic electrons bouncing back and forth on the �lm surfaces � whose period scales linearly

with the thickness of the �lm. Such oscillations were recently measured in transient

re�ection experiments on thin gold �lms [23], and their period was shown to obey the

predicted scaling.

The above results relied on a completely classical description of the electron dynamics,

based on the evolution of a phase-space probability density according to the Vlasov

equation [44]. Electron�electron interactions were taken into account within the mean-

�eld approximation, via the electrostatic Poisson's equation (some attempts to include

dynamical correlations beyond the mean �eld were also made).

The purpose of the present chapter is to extend the classical results by including

quantum-mechanical e�ects. For that purpose we make use of the models described in

the previous chapter. We perform quantum and semiclasscial simulations of the electron

dynamics in order to study the relaxation processes described in the above paragraphs.

In quantum model, except where stated otherwise, we will neglect the exchange and

correlation potential, so that our description reduces to the mean-�eld approximation.

This will facilitate the comparison with the classical results, for which only the Hartree

potential was present.
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4.2 Observables

The electron dynamics in thin metal �lms can be analyzed in terms of di�erent forms of

the energy that is deposited, stored or lost during the processes described in Sec. 4.1.

A lot of information can be gained by monitoring how the di�erent energy components

evolve in time.
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Figure 4.2: Typical behavior of the total, kinetic, Thomas�Fermi and potential
energy in Wigner simulations for the excitation δv = 0.15vF at Te = 300 K.

During the time evolution, several energy quantities will be considered (all normalized

to the Fermi energy). The total energy of the electron gas is given by the sum of kinetic

plus potential energy Etot = Ekin + Epot. The kinetic energy Ekin =
∫∫

v2fdxdv can be

spit into three parts:

- The Thomas�Fermi energy ETF = 1
5

∫
n(x)5/3dx � energy of the equivalent zero

temperature ground state with the same density,

- The center�of�mass energy Ec.m. = 1
2

∫ j2(x,t)
n(x,t)

dx (where j =
∫
vfdv is the electron

current) � the kinetic energy of the center of mass of the electron distribution,
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- The thermal energy Eth = Ekin − ETF − Ec.m. � which corresponds to the kinetic

energy of the electrons located in a shell of thickness kBT around the Fermi surface.

The potential energy involving the electric potential is de�ne in the following manner:

Epot = 1
2

∫
E2dx.

In order to study the electron dynamics, a small perturbation was added to the

electronic ground state. The perturbation is in the form of a uniform shift δv of the

entire electron population in velocity space. In this way, some energy is injected into

the system in the form of kinetic energy of the center of the mass of electron population.

After applying such perturbation, the electron gas evolves under the action of the self-

consistent electric potential.

We consider situations where no linear momentum is transferred parallel to the plane

of the surfaces (i.e., only excitation with kq = 0 are taken into account). This situation

corresponds to the excitation of the slab with optical pulses and also to the response to

a uniform electric �eld oriented normal to the surface. The dispersion relation of the

slab collective modes is given by expression ω± (kq) = ωp
√

(1∓ e−kqL)/2. For kq = 0,

only longitudinal modes (volume plasmon) can be excited.

The typical behavior of some energy quantities is shown in �gure 4.2. Good test of

the stability of our numerical result can be provided by the conservation of the total

energy. As we do not include any dissipation terms the total energy shouldn't change

during the run. This condition is ful�lled with a good accuracy as we can see in the

�gure.

The Thomas�Fermi energy is also more or less constant with only small �uctuation.

As ETF is quite signi�cant, but not contributing a lot to the electron dynamics, in the

rest of this chapter we will investigate the behavior of the thermal and the center�of�

mass energies as they exhibit more interesting e�ects.

4.3 Dynamics

4.3.1 Electron dipole

The relaxation of the electron gas is frequently studied by monitoring the electric dipole,

given by d(t) =
∫∫

fxdxdv∫∫
fdxdv

. The evolution of the dipole for both the Vlasov and Wigner
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Figure 4.3: Top panels: time evolution of the electric dipole (left Vlasov, right
Wigner) for the excitation δv = 0.15, the inset shows in semilog scale zoom for
the initial exponential damping of the dipole oscillations. The solid red line is a
�t to the numerical data. Bottom panels: frequency spectra of the time history
of the electric dipole, normalized to its maximum value.

cases, are shown in �gure 4.3, together with their frequency spectrum. The dipole oscil-

lates at a frequency slightly smaller than the electron plasma frequency. The observed

frequencies are not exactly equal to ωp, because the computational box is necessarily

�nite. Indeed, the boundary conditions VH(±Lmax) = 0 allow normal modes with a

frequency less than ωp. In a truly in�nite medium (Lmax → ∞), the fundamental fre-

quency should approach ωp. This point has been veri�ed by taking larger computational

boxes.

The dipole oscillation is initially damped exponentially with a rate approximately

equal to: γV = −0.0168ωp for the Vlasov model, and γW = −0.0077ωp for the Wigner
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one. In the classical regime, the electron dipole is more damped than for the quantum,

but in both cases the frequency is almost identical. The di�erent values of the damping

rates are also re�ected in the corresponding frequency spectra. For the Wigner model,

the main peak in the spectrum is narrower than in the Vlasov case.

Another di�erence between the quantum and classical runs appears in the behavior

of the dipole for longer times. In the Vlasov case, after some initial fast oscillations, the

dipole amplitude decays to zero, whereas in the Wigner simulations we can still observe

some revivals where the amplitude of the dipole is signi�cant.

4.3.2 Energy relaxation

The long time electron relaxation can be studied by tracking the time history of the

energy quantities de�ned in 4.2. Looking at the classical results, several phases can

be identi�ed in the time evolution (left panel of �gure 4.4). An initial phase features

damped collective oscillation of the electron gas occurring at a frequency close to ωp,

which corresponds to the damping of the electric dipole discussed above. The fast

oscillation are observed in the behavior of Ec.m. up to ωpt ≈ 200. At this time, the

center-of-mass energy is almost entirely converted into thermal energy. After saturation

of the thermal energy a slowly oscillating regime appears. These slow oscillations are

slightly damped, but still persist until the end of the run. Classically, the period T of

these oscillations approximately equals to the time of �ight of electrons traveling through

the �lm at a velocity close to the Fermi velocity of the metal, i.e. T = L/vF . Therefore,

this e�ect can be attributed to nonequilibrium electron bouncing back and forth against

the surface of the �lm [36].

The general behavior of the same energy quantities in the quantum case is roughly

similar, although the details of the evolution are obviously di�erent (�gure 4.4). A

�rst di�erence between the classical and quantum evolutions is that the centre-of-mass

energy does not completely decay to zero in the quantum regime. This e�ect was already

observed in quantum hydrodynamic simulations [52] and implies that Landau damping

(i.e., the coupling of the centre-of-mass coordinates to the internal degrees of freedom

of the electron gas) is acting less e�ciently in the quantum regime. Indeed, Landau

damping is a phase-mixing e�ect that arises from many di�erent states oscillating at

slightly di�erent frequencies and is thus ampli�ed in the classical regime, where the

number of states is e�ectively in�nite. When the spectrum is discrete and the number

of states is �nite, beatings and revivals can occur, thus reducing the e�ciency of Landau
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Figure 4.4: Time evolution of the thermal energy and centre-of-mass ener-
gies in the classical case (left panel) and quantum case (right panel). Top line
corresponds to the excitation δv = 0.15vF , beneath the excitation δv = 0.06vF

damping. Indeed, a revival is visible in �gure 4.4 (right panel) around ωpt ' 400, with

an increase of the of the centre-of-mass energy and the corresponding decrease of the

thermal energy.

Another di�erence between quantum and classical results can be found by reducing

the magnitude of the perturbation. In the case of high energy excitation the period of

the slow nonlinear oscillations is more or less the same in both instances. Now, when the

disturbance is reduced to δv = 0.06vF , we still observe some low�frequency oscillations

in the quantum dynamics, however, their period is signi�cantly longer than that of the

corresponding Vlasov results (bottom line of �gure 4.4). Clearly, at low excitation, the

simple picture of electron bunches traveling through the �lm at Fermi velocity is changed

and new e�ects emerge.
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Figure 4.5: Period of the low�frequency oscillations as a function of the per-
turbation, for a slab of thickness L = 50LF and temperature Te = 300 K, in the
Vlasov and Wigner regimes. The quantum results neglect exchange and correla-
tions (pure Hartree model). The horizontal solid line corresponds to the ballistic
period L/vF ; the solid curve at small excitations refers to equation (4.2) and
dashed line corresponds to the corrected classical period T = L/(0.8vF + |δv|)

By plotting the observed period T of the low�frequency oscillations against the value

of the perturbation we can �nd interesting feature. As expected, the classical and

quantum results coincide for large excitation (i.e. the period is close to the ballistic

value T = L/vF ), but they start to diverge near a certain threshold δvth. Below the

threshold, the period stays close to the ballistic value for Vlasov simulations, whereas it

becomes considerably larger for the Wigner results.

In this way a clear transition between a classical and a quantum regime can be

observed. The estimation of the threshold value of the excitation requires investigation

of the microscopic electron dynamics in the phase space. The phase space portraits of the

electron distribution function f(x, v, t) in �gure 4.8 show the bunches of nonequlibrium

electrons traveling with a velocity close to the Fermi velocity between the surfaces of

the �lm. These bunches (i.e. vortices in the phase space) have a spatial extension

roughly equal to 2πLF and a width of the order of δv in velocity space. The surface
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Figure 4.6: Period of the low�frequency oscillations as a function of the per-
turbation, for a slab of thickness L = 50LF and temperatures in the range
Te = 0− 2000 K.

of the these vortices in the phase-space (which has the dimension of an action) is thus

approximately S ≈ 2πLFmδv. The quantum e�ects are expected to become signi�cant

when this action is of the same order as Planck's constant, i.e. S ≈ ~. This leads to the
following expression for the threshold, in dimensionless units:

δvth
vF

=
~ω

4πEF
. (4.1)

For sodium it gives vth = 0.15vF , which is fairly close to the observed value.

This result can be interpreted from a di�erent angle. By applying the perturbation

δv, we change slightly the velocity of the electrons near the Fermi surface. The change

in kinetic energy, for these electrons, can be written as δE = mvF δv. Taking equation

(4.1), we obtain that the threshold can be expressed as δE = ~ωp/2π. Thus, quantum
e�ects become signi�cant when the excitation induces a change in the kinetic energy on

the Fermi surface that is considerably smaller than the plasmon energy ~ωp.

Below the threshold, the quantum results still display some persistent low�frequency

oscillations, but these are no longer related to the ballistic motion of the electrons and

subsequent bouncing on the surfaces. Instead, the quantum oscillations can be linked

to the excitation energy around the Fermi surface in such a way that ~ω = δE, where
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Figure 4.7: Period of the low�frequency oscillations as a function of the per-
turbation, for a slab of thickness L = 50LF and temperature Te = 300 K, in
quantum regime. Black stars: pure Hartree model; red diamonds: Hartree plus
exchange and correlations.

ω = 2π/T is the oscillation frequency. Then, we obtain for the period:

T =
2π~

mvF δv
, (4.2)

which reproduces rather well the observed data (black line in �gure 4.5). The oscilla-

tions observed for the low-perturbation regime appear to be linked to the excitation of

quantum eigenmodes close to the Fermi level. In contrast, for large perturbation, many

states are excited simultaneously, thus activating the classical ballistic regime at the

Fermi speed.

The Vlasov results also display a weak dependence on the perturbation amplitude,

and the period is not exactly equal to the ballistic value T = L/vF . This e�ect can be

explained as follows. Some previous studies of the classical behavior [51] showed that

the transit velocity of the electrons is somewhat smaller than the Fermi speed, namely

≈ 0.8vF . In addition, the actual transit velocity should also include the perturbation

δv. Those two e�ects lead to an expression for the oscillation period given by T ≈
L/(0.8vF + |δv|), which corresponds to the dashed line in �gure 4.5 and appears to agree

rather well with the Vlasov results all over the perturbation range.
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The e�ect of the electron temperature is portrayed in �gure 4.6 for the Wigner model.

For all the cases showed here, the quantum�classical transition is still clearly observed.

In the low excitation regime we are able to discern the weak dependence of the oscillation

period on the electron temperature.

Finally, we investigate the e�ect of exchange and correlations potential

Vxc(x) = −0.611

rs(x)
− 0.587e2

(rs(x) + 7.8)2
(rs(x) + 5.85). (4.3)

The observed period (�gure 4.7) is slightly smaller (compared with the Hartree result)

in the low-excitation regime, whereas it converges again to the Vlasov results for high

excitations. As the combined e�ect of exchange and correlations has a considerable

impact on the ground-state potential, it is not too surprising that the oscillation period

is also a�ected. Nevertheless, a clear departure from the ballistic value of the period is

still observed for low excitations.

4.3.3 Phase-space dynamics

In the classical studies[36,50,51], it was clearly shown that the oscillations studied in the

above paragraphs are due to electrons travelling through the �lm at a velocity close to the

Fermi speed of the metal. Indeed, the phase-space portraits of the electron distribution

function revealed the presence of travelling vortices around v = vF . We have already

discussed the fact that the transition between the classical and quantum behavior occurs

when the size of these vortices becomes of the order of Planck's constant.

Direct comparison between the quantum and classical electron distribution portraits

in phase-space are presented in �gure 4.8 for high and low excitation, respectively. For

the larger excitation (δv = 0.15vF ), both the Vlasov and the Wigner simulations feature

several coherent structures (vortices) propagating ballistically at the Fermi velocity. For

the smaller excitation value (δv = 0.06vF ), the vortices are still visible in the Vlasov

regime, but they have completely disappeared from the Wigner simulations. In this case,

the Vlasov and Wigner regimes exhibit clearly di�erent properties in their respective

phase-space portraits.

A zoom on the phase-space portraits (�gure 4.9) con�rms the presence of electron

vortices near Fermi speed. Quantum e�ects can destroy these structures, thus preventing

the ballistic oscillations from arising. In the speci�c case δv = 0.06vF , the area (action)

of a phase-space vortex is, in normalized units, S/(mvFLF ) ≈ 2πδv/vF = 0.38. Which
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Figure 4.8: Contour plot of the electron distribution function in the phase
space at di�erent times, ωpt = 35 and ωpt = 50, for large excitation δv = 0.15vF
(left panel) and for small excitation δv = 0.06vF (right panel). Top panels:
classical results and bottom panels: quantum results.

is smaller than the normalized Planck's constant ~/(mvFLF ) ≈ 0.94 for sodium, and

quantum e�ects are strong enough to impede the formation of the vortices.

4.4 Discussion

In this chapter, we extended classical studies on the electron dynamics in thin metal

�lms, by including quantum-mechanical e�ects through the Wigner phase-space repre-

sentation.

Previous (purely classical) simulations had highlighted a regime of low-frequency

�ballistic" oscillations due to the bouncing of nonequilibrium electrons on the �lm sur-

faces [36, 50]. These oscillations were subsequently observed in experiments on thin gold
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Figure 4.9: Zoom of the electron distribution function in the phase-space region
near the Fermi surface, at time ωpt = 35, for a �lm of thickness L = 50LF ,
temperature Te = 300, and excitation δv = 0.06vF . Vortices are present in the
Vlasov case (left panel), but disappeared in the Wigner case (right panel). The
shaded are in the right panel represents Planck's constant in normalized units,
i.e. ~/(mvFLF ).

�lms [23].

Our key result was that, by reducing the strength of the initial excitation, a neat

transition from a classical to a quantum regime could be observed. Indeed, at weak

excitation energies (smaller than one quantum of plasmon energy, ~ωp) the period of

the low-frequency oscillations departs signi�cantly from the ballistic value observed in

the classical simulations. The estimated threshold of this quantum-classical transition

agrees well with the simulations. We also proved that this result is robust, in the sense

that it depends only weakly on physical parameters such as the electron temperature,

or the choice of a speci�c exchange-correlation functional.

The above �ndings constitute an example of a quantum-classical transition in the

electron dynamics that could, in principle, be observed experimentally. For instance,

in [51] it was shown that the ballistic oscillations could be used to enhance the energy

absorption by the electron gas, when the �lm is irradiated with an electromagnetic wave

(laser pulse) that matches the frequency of the ballistic oscillations (for sodium �lms,

the frequency lies in the infrared range). This is a case of nonlinear resonant absorption.

In the quantum regime, the resonant frequency should be further redshifted (because

the period increases), and the overall e�ect could be observable experimentally.
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Further, recent pump-probe experiments [53] carried out on metal nanoparticles re-

vealed an increase of the expected electron-phonon relaxation time when the particle's

diameter is less than 2 nm. This anomalous behaviour was attributed to quantum e�ects

arising from the discrete nature of the electronic states inside such small nanoparticles.

In our simulations, the quantum-classical transition occurs not by reducing the size,

but by weakening the external excitation. This might make it even easier to observe in

practice, as a precise knowledge of the �lm thickness is not a priori required. In addition,

although our approach pertains primarily to alkali metals (particularly sodium), the

observed e�ects should be generic and have a wider application to noble-metal �lms

(Au, Ag), which are generally used in the experiments.
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Chapter 5

Electron�lattice interaction

In the preceding chapter we focused our attention on the ultrafast electronic processes

during which the ionic lattice remains frozen. Now, in order to complete the description

of the electron dynamics in metallic nano-objects we need to incorporate the electron�ion

coupling.

As it was described in more details in the previous chapter, after the electrons absorb

the laser energy via interband and/or intraband transitions (the ionic background stays

motionless), the injected energy is redistributed through electron�electron collision (time

scale of the order of 100 fs). On a picosecond time scale, the electron gas starts to interact

incoherently with phonons, and eventually relaxes to thermal equilibrium at the same

temperature as the lattice. The lattice motion occurs on even longer times scales, and

won't be addressed in the following description.

As the evolution spans overs an extremely wide time range, its comprehensive mod-

eling is a di�cult task. Several past studies were devoted to the early stages of the

electron dynamics, relied on sophisticated microscopic models including Hartree�Fock

calculation [54], time�dependent density�functional theory (TDDFT) [44], and phase-

space approach [36]. For longer time scales, however, the situation is more problematic.

On the one hand, the above models are computationally very expensive, particularly for

large systems. On the other hand, the long-time electron dynamics becomes dissipative,

as the electrons exchange energy incoherently with the ion lattice via electron�phonon

(e�ph) scattering. Although some authors have recently attempted to include dissipa-

tive e�ects in TDDFT calculations [55], there is as yet no broad consensus on how to

construct a many-body quantum model that incorporates dissipation.

71
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Here we would like to present an extended version of the Wigner model to describe

the microscopic electron dynamics over all time scales up to the coupling with the ion

lattice.

5.1 Model

Our model describing the coupling between electrons and lattice is based on the same

phase-space approach described in Chapter 4, in which the quantum evolution of the

electron population is represented by the Wigner peudoprobability distribution f(x, v, t).

The advantage of this approach is that dissipative terms can be introduced by analogy

with the classical transport models, such as the Fokker�Planck (FP) equation.

The evolution of the system is governed by the modi�ed Wigner equation:

∂f

∂t
+ v

∂f

∂x
+

im

2π~2

∞∫
−∞

∞∫
−∞

dλdv′eim(v−v′)λ/~f(x, v′, t) (5.1)

×
[
Veff

(
x+

1

2
λ, t

)
− Veff

(
x− 1

2
λ, t

)]
=

(
∂f

∂t

)
e−ph

,

which now includes an electron�phonon coupling. As usually this equation is coupled

self-consistently to the Poisson's equation.

5.1.1 1D geometry for thin metal �lm

The right�hand side of (5.2) represents electron�phonon scattering and has the form of

a classical FP term: (
∂f

∂t

)
e−ph

= D∇2
vf + γ∇v · (vG[f ]), (5.2)

where γ is the nominal relaxation rate, D is a di�usion coe�cient in velocity space,

and G[ · ] is a functional that depends on the statistics and on the dimensionality of the

system. For di�erent distributions, G assumes the following forms:

- G[f ] = f � for particles obeying Maxwell�Boltzmann statistics

- G[f ] = f(1− kf) � for fermions in 3D

- G[f ] = f0[1− exp(−f/f0)] � for fermions in 1D.
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In the last expression f0 stands for f0 = 3
4
ni
vF

Ti
TF
, where Ti is the lattice temperature

(for more details see Appendix A). Here we have one more complication resulting from

the fact that the Wigner distribution can takes negative values. Thus, to ensure that G

behaves identically for positive and negative values of f , the actual form of the functional

is: G[f ] = f0[1− exp(−|f |/f0)]sgn(f).

The FP equation can be seen as the continuum limit of the master equation of a

Markovian process (random walk in velocity space). It can be proven that (∂f/∂t)e−ph =

0 when the electron distribution is given by a 1D Fermi-Dirac function (µ is the chemical

potential),

feq(v) =
3

4

n0

vF

Ti
TF

ln

[
1 + exp

(
−mv

2/2− µ
kBTi

)]
, (5.3)

provided D and γ satisfy the relation

D

γ
=
kBTi
m

. (5.4)

Thus, the FP term guarantees that the electron distribution relaxes to a classical Fermi�

Dirac distribution with a temperature equal to that of the lattice.

The electron relaxation rate can be written as γ = g/2ce, where g is the electron�

phonon coupling constant appearing in the two-temperature model (which will be de-

scribed in more details later) and ce is the electron heat capacity. For an ideal Fermi

gas (which is a good approximation for a metal �lm with thickness on the order of a few

nanometers), the heat capacity depends on the temperature as

ce(Te) = π2n0kB
Te

2TF
. (5.5)

In our case, the electron temperature is a time-dependent quantity that can be computed

self-consistently from the Wigner distribution f .

The only physical parameter that remains to be �xed is the electron-phonon coupling

constant g. Recent experiments on nanometer-sized sodium clusters [12] showed that g

is largely insensitive to the temperature and the size of the system. The measured

value of the coupling constant was roughly g = 2× 1016 W/m3 K, which is about twice

as the experimental bulk value. All in all, we stress that our model does not contain

any free �tting parameters and is entirely based on �rst-principles considerations and

experimentally measured quantities.
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Figure 5.1: Time evolution of the electron temperature and lattice temperature
for Na27. In the two-temperature model, the pulse duration is τ = 100 fs and
the pulse intensity is I = 109 Wm−2.

5.2 Two-temperature model

The absorption of the laser pulse cause the increase of the electron temperature of

several thousands of degrees. If the pump�probe delay is comparable to or shorter then

the electron�phonon energy�transfer time, then the electrons and lattice will not be in

thermal equilibrium. The thermal relaxation to the lattice is achieved by the electron�

phonon scattering. The characteristic time for the free electrons and the lattice to reach

thermal equilibrium is called the thermalisation time and is typically on the order of

a few picoseconds. The time evolution of the electron and lattice temperature can be

described by a set of coupled nonlinear di�erential equations called the two-temperature

model (TTM):

ce
∂Te
∂t

= −g(Te − Ti) + P (t) (5.6)

ci
∂Ti
∂t

= g(Te − Ti)

where P (t) represents the power density of the laser which acts as a source for the initial

increase of temperature of the electrons, ci is the lattice heat capacity, ce is the electron

heat capacity given by (5.5), and g is the electron�lattice coupling constant.
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In �gure 5.1 we show the typical time evolutions of the electron and ion temperature

for a sodium nanoparticle composing of 27 atoms. The pulse duration is τ = 100 fs and

the pulse intensity is I = 109 Wm−2. As can be seen from the picture, ions and electrons

are in thermal equilibrium after 15 ps.

5.2.1 Connection between the two-temperature model and the

Fokker�Planck equation

The two-temperature concept described above has been used in many experiments

[12,56,57], and despite its simplicity, is capable of reproducing with good accuracy a

large number of experimental results. Thus in our simulations we would like to com-

pare our results with those from the TTM. First, however, let us show that there is a

connection between the two-temperature model and the Fokker�Planck equation. This

connection can be easily shown for the Maxwell�Boltzmann distribution, that is when

G[f ] = f .

Developing the integral on the left-hand side of (5.2) up to order O(~2) we obtain

∂f

∂t
+ v

∂f

∂x
− eE

m

∂f

∂v
− e~2

24m3

∂2E

∂x2
∂3f

∂v3
= D

∂2f

∂v2
+ γ

∂

∂v
(vf). (5.7)

where E = −∂Veff/∂x. Multiplying equation (5.7) by v2 and integrating over dxdv we

obtain

∂

∂t

∫∫
fv2dxdv + 2

eE

m

∫∫
fvdxdv = 2DNe − 2γ

∫∫
fv2dxdv (5.8)

with Ne =
∫∫

fdxdv. Now, de�ning the average square velocity
∫∫

fv2dxdv/Ne ≡ 〈v2〉,
and the average velocity

∫∫
fvdxdv/Ne ≡ 〈v〉 we can write

∂〈v2〉
∂t

+
2e

m
E〈v〉 = 2D − 2γ〈v2〉. (5.9)

Now by multiplying equation (5.7) by v and repeating the same procedure we get

∂

∂t

∫∫
fvdxdv +

eE

m
N = −γ

∫∫
fvdxdv (5.10)

which leads to the following expression

∂〈v〉
∂t

+
eE

m
= −γ〈v〉. (5.11)
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Multiplying this equation by −2〈v〉

−∂〈v〉
2

∂t
− 2eE

m
〈v〉 = 2γ〈v〉2. (5.12)

Summing equations (5.9) and (5.12):

∂

∂t
〈(v − 〈v〉)2〉 = 2D − 2γ〈(v − 〈v〉)2〉 (5.13)

But m〈(v − 〈v〉)2〉 ≡ kBTe, and we get

∂Te
∂t

= 2
Dm

kB
− 2γTe. (5.14)

Then taking the formula D = γkBTi/m and assuming a constant lattice temperature Ti,

we �nally achieve equation

∂Te
∂t

= −2γ(Te − Ti) (5.15)

which is the two-temperature equation for the electron temperature with 2γ = g/ce and

P = 0.

5.3 Relaxation of the electron temperature

In this chapter we study the electron dynamics after the inclusion of the dissipation

term. We are particularly interested in the energy exchanges between the electrons and

the lattice. We concentrate on sodium �lms, for which ω−1p = 0.11 fs, LF = 0.12 nm,

and TF = 3.62× 104 K. In the forthcoming simulations, the �lm thickness is L = 50LF .

The excitation ranges from δv = 0.06vF to δv = 0.35vF and corresponds to an excitation

energy E∗/EF = niL(δv/vF )2. For δv = 0.1vF , E∗ is approximately equal to the energy

absorbed by a sodium nanoparticle of radius R = 1 nm irradiated by a laser pulse of

intensity I = 1012 Wm−2 for a duration τ = 100 fs (E∗ = IτπR2 )[12]. Although the

numerical results reported in the next sections were performed in the Hartree regime,

we checked that the exchange-correlation potential does not alter any of the conclusions.

The evolution of the electron temperature for three values of the excitation is pre-

sented in �gure 5.2. We can clearly see, in all cases, the initial heating of the electron

gas, with a peak value of temperature of a few thousand degrees. After reaching the

maximum value, as time goes on, the electrons start cooling down by exchanging energy

with the phonon bath.
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Figure 5.2: Time evolution of the electron temperature for three values of
excitation at the ground state temperature Te = Ti = 1000 K. The red dashed
lines corresponds to results from two-temperature model.

The results of our Wigner calculations can be compared with those obtained with

a simple TTM. In order to have a meaningful comparison we need to impose some

necessary conditions on the TTM. First of all, our model does not include the change

of the lattice temperature and we keep Ti �xed throughout the entire simulation (Ti is

equal to the initial ground state temperature Ti = Te(0)). Thus the ions are assumed to

constitute a perfect reservoir with in�nite heat capacity.

Another complication arises form the laser excitation P (t). As in our model the

excitation is in the form of a uniform shift δv of the electron distribution in velocity

space, it is di�cult to �nd simple connection between that kind of excitation and the

laser term P (t). This problem is solved by simply omitting the excitation process and

just focusing on the relaxation stage. This can be achieved by setting the initial electron

temperature in the TTM to be equal to the peak temperature observed in the Wigner

simulations, which occurs around tpeak = 50 fs. The conditions imposed on the TTM

lead to the expression given by (5.15) and the solution of this equation is what we

actually compare with the Wigner results.
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Figure 5.3: Time evolution of the running average of the electron temperature
for various excitation energies.

As can be seen in �gure 5.2 the agreement between the TTM and the Wigner simu-

lations is quite impressive, and thus provides a direct con�rmation of the validity of the

TTM. This is an important issue, as the TTM is extremely popular as a phenomenolog-

ical tool to interpret the electron relaxation curves obtained from experiments on thin

metal �lms and nanoparticles.

Looking at the �gure 5.2 we can infer that the temperature relaxation times τR are

of the order of a few picoseconds, although their actual values are di�cult to estimate

as the decay is so slow and it would involve enormous computation time to see all the

relaxation. Nevertheless, the trend can be extracted (�gure 5.3) by using the running

average of the electron temperature, de�ned as

〈Te〉(t) =
1

2T

t+T∫
t−T

Te(t
′)dt′ (5.16)

with T = 25 fs. This enables us to smooth out the fast oscillations and highlight the

long-time trend. Figure 5.3 presents the normalized evolution of the running average of

the electron temperature. The curves start at t = 50 fs in order to eliminate the initial

stage of the temperature grow, focusing on the long time behavior, and is normalized to

the value of the temperature at the starting point.
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In our simulations the relaxation time increases for larger excitation energies, in

agreement with many experimental results and simulations based on the TTM [12,58].

From such short runs it's di�cult to extract the actual relaxation time, but for low

excitation it appears to be around 3 ps.

5.3.1 Relaxation to classical equilibrium

Another way of highlighting the relaxation of our system toward a classical equilibrium,

is by showing a cross-cut of the electron Wigner distribution at the midpoint of the �lm,

f(x = 0, v). In �gure 5.4 we present such cuts for di�erent times and two values of the

excitation. In case of small perturbation (δv = 0.06vF ), the electron distribution relaxes

very fast and for time ωpt = 104 is virtually identical to the Fermi�Dirac equilibrium

feq. In particular, no appreciable negative values of f are visible, except for the short

times. In contrast, for δv = 0.3vF , the Wigner distribution is still signi�cantly far

from equilibrium, and negative values are clearly present. Such high excitation causes a

strongly out-of-equilibrium situation and complete relaxation to the classical equilibrium

requires much longer times.

5.4 Decoherence time

The relaxation time measures the speed at which the energy is exchanged between the

electrons and the lattice. Another relevant time scale is given by the decoherence time,

which represents the typical time over which quantum correlations are lost to an external

environment (here, the ion lattice). After an inelastic scattering event, the energy of the

electron changes, and the phase of the wavefunction is randomly distributed between 0

and 2π: in this way the quantum coherence progressively vanishes. In a density�matrix

language, the relaxation time corresponds to the decay of the diagonal terms, whereas

the decoherence time is related to the nondiagonal terms. In our representation the

decoherence time is not exactly the same as in the density matrix approach, and we

de�ne it as the loss of the quantumness [59] due to electron�phonon coupling.

In order to evaluate the decoherence time τD, we recall that f(x, v, t) can take nega-

tive values. The degree of "classicality" a Wigner distribution can be estimated from the

weight of its negative parts [33], which leads us to de�ne the quantity S(t) =
∫ ∫

f<dxdv
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Figure 5.4: Wigner distribution at the midpoint of the �lm, for di�erent times
and two values of the excitation. The red curve represents the Fermi-Dirac
equilibrium feq.

where:

f< =

 −f when f< 0

0 elsewhere
(5.17)
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Figure 5.5: Negative part of the Wigner function at ωpt = 1000, ωpt = 5000,
ωpt = 10000, and ωpt = 20000, for the excitation δv = 0.22vF

The decoherence time τD can be estimated by �tting S(t) with a simple decaying expo-

nential function Sfit(t) = S0 +A exp(−t/τD). The negative parts of the Wigner function

in phase-space are presented in �gure 5.5 for di�erent times. As time goes on, the

quantum distribution loses its negative values and becomes more and more classical.

5.4.1 Excitation dependence

The typical behavior of the "negativity" of the Wigner function is presented in �gure

5.6. In the time evolution of this quantity we can distinguish two stages: �rst, soon after

the initial excitation, the electron distribution function gains quite signi�cant negative

values; subsequently, it decays exponentially to zero. The ground state temperature here

is Te = 1000 K and even for the time t = 0 we can still observe some negative values,

which disqualify the Wigner function as a real probability distribution.
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Figure 5.6: Evolution of S(t) for di�erent excitations, together with exponen-
tials �ts (red lines).

The decoherence time as a function of the excitation is shown in �gure 5.7. Similarly

to the relaxation time, it increases with increasing energy of excitation. With higher

energy injected into the system, the decoherence time becomes longer and longer.

The typical decoherence time obtained in our simulations is of the order of 1 ps

(as 10000ω−1p ≈ 1.1 ps) and is related to the electron�phonon coupling. The electron�

electron interactions, in our representation, are not explicitly included and are re�ected

through the mean �eld. Nevertheless the typical electronic process, such as Landau

damping, is visible in our simulation and occurs at the times scales around 20 fs (which

can be seen in �gure 4.4). This e�ect shows that the decoherence due to electronic

processes is of the same order of magnitude as in the experimental observations [60].

5.4.2 Temperature dependence

According to Fermi�liquid theory [61], the decoherence time τD is constrained by any

inelastic dissipation e�ects, like electron�electron, and electron�phonon interactions, or

scattering of electrons from magnetic impurities. In the absence of any extrinsic sources

of decoherence, τD is dominated by electron�electron and electron�phonon interactions.
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Figure 5.7: The decoherence time as a function of the excitation for two tem-
peratures Te = 300 K, and Te = 1000 K.

In the Fermi�liquid theory without any dissipation, the lifetime of quasiparticles follows

a (E − EF )−2 power law. The inclusion of the disorder and the dimensionality of a

system leads to expression given by Altshuler [61]

τD =

(
Dνd
T

) 2
4−d

(5.18)

where D is the electron di�usion coe�cient, d is the sample dimensionality, and νd is

the density of states for the corresponding dimensionality.

The temperature behavior of the decoherence time has recently been the subject of

a controversial debate. Due to phase breaking mechanisms, τD is expected to diverge

as the temperature goes to zero. Even at zero temperature, the electrons are scattered

by static defects like impurities or the edge of the sample. Such interactions, however,

represent elastic scattering events during which the energy is conserved, so they don't

change phase of the electron wavefunction, and should not lead to the decoherence.

Contrary to this expectation, in some experiments [62] a systematic low�temperature

saturation of τD has been observed. This �nding started a controversial debate whether

this saturation is intrinsic or extrinsic. The intrinsic saturation at zero temperature was

explained by electron�electron interactions in the ground state [63]. On the other hand,
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Figure 5.8: The decoherence time τD as a function of the temperature for two
di�erent excitations.

this e�ect can also be justi�ed by various extrinsic phenomena such as the presence of

dynamical two�level systems, or the presence of small magnetic impurities [64]. None

of those mechanisms, however, has been able to exclude the possibility of an intrinsic

saturation.

The temperature behavior of the decoherence time for our model is presented in

�gure 5.8. This quantity follows the power low T−0.9 for two presented values of the

excitation. The exponent is very close to unity, which results from the equation (5.18)

for a 2D electron gas.

In our model we include only electron�phonon coupling and long range electron�

electron interactions, which are hidden in the mean �eld. By virtue of these arguments

our calculations contain only intrinsic mechanisms which play a role in the dissipation

processes. In our numerical results we do not observe any apparent saturation in the

temperature dependence of τD which can suggest, in agreement with the conclusion

given in [65], that the saturation of the decoherence time can be caused by the external

scattering. For the semiconductors the saturation was noticed for the temperatures less

than 1 K, for metals however, this temperature should be much larger because of the

higher electron density.



Electron�lattice interaction 85

0 5 0 0 0 1 0 0 0 0 1 5 0 0 0- 0 . 0 5

0 . 0 0

0 . 0 5
δv  =  0 . 0 6 v F

 

 

d(t
)/L

F

0 5 0 0 0 1 0 0 0 0 1 5 0 0 0- 0 . 0 5

0 . 0 0

0 . 0 5
δv  =  0 . 1 v F

 

 

0 5 0 0 0 1 0 0 0 0 1 5 0 0 0- 0 . 0 5

0 . 0 0

0 . 0 5
δv  =  0 . 1 5 v F

 

 

d(t
)/L

F

ωp t
0 5 0 0 0 1 0 0 0 0 1 5 0 0 0- 0 . 0 5

0 . 0 0

0 . 0 5
δv  =  0 . 2 2 v F

 

 

ωp t

Figure 5.9: Time history of the electric dipole evolution for di�erent excitation
energy at Te = 300 K.

5.5 Evolution of the electric dipole

Another interesting e�ect of the electron�lattice interaction can be observed in the be-

havior of the electric dipole (3.28). Figure 5.9 shows a direct comparison of this quantity

for di�erent values of the excitation. As was described in earlier chapters, the initial

phase of the evolution features collective oscillations of the electron gas at the plasma

frequency. Those oscillations are exponentially damped, after which we can observe

other processes connected with the energy relaxation. The time evolution of the elec-

tric dipole without the dissipation term (see �gure 4.3) revealed that the oscillations

do not vanish completely and we can observe some irregular revivals, that are slightly

suppressed but still visible until the end of the run.

An intriguing e�ect can been observed in the behavior of the dipole after the electron�

phonon coupling has been introduced. In the case of the low excitation energy, after
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Figure 5.10: Frequency spectrum of the electric dipole at di�erent excitations.

initial collective oscillations, and their subsequent damping, around the time ωpt = 7000

the dipole oscillations show up anew with increasing amplitude. The frequency of these

oscillation is quite well de�ned (ω = 0.027ωp), as can be seen in the top left panel of �gure

5.10, and their magnitude is larger than that of the peak representing plasma oscillations

(ω = 0.878ωp). The amplitude of those oscillations decreases with the excitation, and

for high disturbances we observe the situation similar to that without electron�phonon

interactions.

Going back to the �gure 5.10, where we show the power spectrum of the electric

dipole for di�erent excitations, we clearly see that the plasmon oscillations become more

signi�cant with increasing perturbation, whereas the amplitude of the low frequency

oscillations stays more less the same (although some new frequencies show up).
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5.6 Discussion

From the above results, it appears that the electron�lattice interactions can be correctly

described by two typical timescales, namely, the relaxation time τR ≈ 3 ps and the

decoherence time τD ≈ 0.25 ps for δv = 0.1vF (these are often referred to as T1 and T2
in the semiconductor literature [66]). The relaxation time observed in the simulations is

in good agreement with that measured in experiments on small sodium clusters [12].

The overall electron thermalization thus occurs in two stages. First, quantum cor-

relations are lost to an external environment due to decoherence process, during which

the Wigner distribution loses its negative values and tends to a classical Fermi-Dirac

function with temperature Te � Ti. This is consistent with experimental observations,

which shows a thermal distribution of emitted electrons (with Te a few thousand degrees)

soon after the laser irradiation of sodium clusters [67]. Subsequently, the electron gas

cools down until it reaches the lattice temperature. This relaxation process occurs on a

timescale τR � τD.

The decoherence times emerge naturally from the equations and its scalings with the

temperature is very close to the theoretical prediction for two dimensional systems. We

do not see also any sign of the saturation of the decoherence time at low temperatures.

As we do not include any extrinsic dissipation mechanism, this fact can suggest that the

observed in experiments [62] low-temperatures saturation of τD is not intrinsic.
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Chapter 6

Ground-state �delity in nonparabolic

quantum wells

6.1 Introduction

Another issue we would like to bring up in this thesis is the stability of a quantum

system against perturbations from the environment. An interesting measure of the

robustness of a quantum system is given by the Loschmidt echo [68], which describes

the stability properties of the system under imperfect time reversal. When the system

is allowed to evolve under the action of an unperturbed Hamiltonian H0 until time t,

then it is evolved backwards in time until 2t with the original Hamiltonian plus a small

perturbation H0 + δH (the "environment"), the square of the scalar product of the

initial and �nal states de�nes the quantum Loschmidt echo. The overlap of two systems

evolving in two di�erent Hamiltonians can be written mathematically as

M(t) =
∣∣〈ψ0 | ei(H0+δH)t/~e−i(H0)t/~ | ψ0〉

∣∣2 , (6.1)

where ψ0 is the initial wavefunction.

The idea of Loschmidt was revived recently in the context of quantum information

theory, as the attempt at coding information using quantum bits is prone to failure if

a small coupling to an uncontrollable environment destroys the unitary evolution of the

wave function.

An equivalent approach to the Loschmidt echo was proposed by Peres [69] in terms of

the so-called quantum �delity. Peres noted that the stability of a quantum system against

89
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external perturbations can be measured by the overlap of two wavefunctions evolving

in slightly di�erent Hamiltonians (unperturbed H0, and perturbed H = H0 + δH). The

quantum �delity at time t is then de�ned as the square of the scalar product of the

wavefunctions evolving in these Hamiltonians:

F (t) = |〈ψH0(t) | ψH(t)〉|2 . (6.2)

In this chapter, we aim to provide characterization of the ground-state �delity in

semiconductor quantum wells. We shall use the static de�nition of the �delity, repre-

sented by the overlap of the scalar product, between two ground-states corresponding

to two slightly di�erent Hamiltonians:

F (l) = |〈ψH0(l) | ψH(l)〉|2 . (6.3)

where l corresponds to the energy level.

The concept of the ground-state �delity has been recently applied to the analysis of

the quantum phase transitions (QPTs) [70�73]. The idea underlying this method is that

in the neighborhood of critical regions a small change of the Hamiltonian parameters

can give rise to dramatic ground-state variations, due to the strong di�erence of the

ground-state structure in opposite phases. The overlap between neighboring states is

then expected to decrease abruptly at the phase boundaries. Here we will focus just on

a measure of similarity between states described by sightly di�erent Hamiltonians.

Small semiconductor devices, such as quantum dots and quantum wells, have been re-

cently in focus of intensive studies, particularly for possible applications in the emerging

�eld of quantum computing[74]. The electronic devices based on solid�state have the ad-

vantage over other competing approaches[75] (ion traps, neutral atoms, superconducting

circuits, etc), because of the long experience acquired on semiconductor microelectron-

ics. The implementation of basic qubit operations is mostly based on use of the electron

spin states. Nevertheless, to manipulate the electrons themselves, it is still necessary to

resort to electric �elds, either static (dc) [76] or oscillating (laser pulses) [77].

In the parabolic quantum well symmetry, the parabolic potential Vconf = Ax2, mimics

the potential created by a uniform slab of positive charge of density ni. Electrons

are introduced remotely in the quantum well by placing donors at some distance from

either side of the well. The electrons enter the well to screen the parabolic potential

and distribute themselves in a uniform layer. Because the separation of the donors

from the electrons can reach several hundred Angstroms in such a system, the electron
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Table 6.1: Typical parameters for metallic and semiconductor nanostructures

Units Metal �lm Quantum well

ne m−3 1028 1022

m � me m∗ ' 0.067me

ε � ε0 ε ' 13ε0

ω−1p fs 1 1000

EF eV 1 0.001

TF K 104 100

LF nm 0.1 10

a0 Å 0.529 102

alattice Å 5 5

rs/a0 � 4 3

impurity interactions are considerably smaller than it is possible in the usual doped

semiconductors.

In the samples used in experiments, the parabolic quantum wells can be achieved by

tailoring the conduction band edge of an alloy of semiconductors, usually Ga1−xAlxAs.

Since the band o�set between GaAs and Ga1−xAlxAs is proportional to x, a parabolic

con�nement can be obtained by varying the fraction of aluminum quadratically with

position [78].

Metallic and semiconductor nano-objects operate in very di�erent regimes, as the

electron density is several orders of magnitudes larger for the former. Consequently,

the typical time, space, and energy scales can be very di�erent, as illustrated in table

6.1. However, if we take into account the e�ective electron mass and dielectric constant,

the relevant dimensionless parameters turn out to be rather similar. For example, the

Wigner-Seitz radius rs commonly used in the solid state physics, normalized to the

e�ective Bohr radius a0 = 4πε~2/me2 is of the same order for metals and semiconductors.

It is therefore not surprising that the electron properties of both types of nanostructures

can be described by means of similar models, and because those similarities we would

like to use the method described in Chapter 2 to investigate semiconductor quantum

wells.
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6.2 Model

In order to study the ground-state �delity we investigate a system of electrons con�ned

in a nonparabolic quantum well, interacting through their Coulomb mean �eld. The

ground-state properties of this system can be obtained from the solution of the one-

dimensional Kohn�Sham equation[
− ~2

2m∗
d2

dx2
+ VHartree(x) + Vconf (x)

]
ψH0(l) = εlψH0(l). (6.4)

where m∗ is the e�ective mass of the carriers in the well, VHartree represents the elec-

tric potential generated by all the electrons (obtained from the solution of Poisson's

equation), ψH0(l) and εl are the stationary wave functions and the associated energy

eigenvalues. The con�ning potential is composed of a harmonic part with a small quar-

tic component:

Vconf (x) =
eni
ε

(
1

2
x2 +

K

12
x4
)
, (6.5)

where K represents the anharmonicity factor.

In order to investigate the quantum �delity relative to the Hamiltonian H0, we add a

small perturbation δV , from which we obtain the perturbed eigenstates ψH(l). Having

calculated the wavefunctions for both system we make use of the de�nition of the static

ground-state �delity

F (l) =

∣∣∣∣∫ ψ∗H0
(l)ψH(l)dx

∣∣∣∣2 . (6.6)

The quantum �delity F (l) describes the overlap between the wavefunctions corre-

sponding to the same energy state. It is possible to obtain more general quantity de-

scribing the whole system, not only individual states, by summing all the contributions

from individual states represented by the total �delity

Ftot =
∑
l=1

wlF (l) (6.7)

where wl stands for occupation probability (at Te = 0)

wl =
m∗

π~2Lni
(EF − εl), (6.8)

where L is the width of the quantum well, and EF is the Fermi energy.

In this chapter we consider the quantum well of width L = 78a0 ≈ 8000Å. We focus

our attention on the ground-state con�guration at Te = 0 K, for which we obtain 28

occupied states. The numerical method used to solve (6.4) is described in section 2.1.3.
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6.3 Numerical result

6.3.1 Unperturbed system

The ground-state properties of our system, in the unperturbed case, are mostly deter-

mined by the parameter K appearing in (6.5), which describes the deviation form a

parabolic potential (anharmonicity). In case of a purely parabolic system, the density

pro�le (blue solid line in �gure 6.1) is similar to what we observed for thin metal �lms.

Of course the details of the calculation of the e�ective potential and the resulting density

pro�le are di�erent, but we can still observe the same Friedel oscillations, which are an

indication of the quantum con�nement of the electrons.

After inclusion of the small anharmonic term to the con�ning potential the above

picture changes, as we can see in �gures 6.1 and 6.2. The density pro�le grows from the

middle of the well to the edges and has the largest value near the borders, where the

quartic terms is dominating. The e�ective potential is no longer �at at the bottom and

its shape strongly depends on the value of K.

The anharmonic term in the con�ning potential has an important in�uence on the

energy levels and corresponding wave functions. The change of the potential in the

middle of the well, amounts to the creation of two "separate" wells, which the electrons

can occupy with equal probability. This e�ects leads to the degeneracy of the lowest

state, which is shown in �gure 6.3 and the corresponding table. For example, the �rst two

states have the same energy ε1 = ε2 = 0.078EF , and are situated in the two separated

wells. A �rst small di�erence between the energy levels can be found for ε7 = 0.273EF

and ε8 = 0.278EF which lie near the top of the new wells. The wave functions for these

states have a �nite probability only within the two separate wells, and vanish at the

center of the system. For higher energy states, where we do not observe degeneracy

anymore and the energy levels are separated, the situation is more similar to what we

observe for normal parabolic con�nement.
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Figure 6.1: Normalized density pro�les for di�erent values of the anhamonicity
factor K.
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Figure 6.3: Energy levels and wave functions in nonparabolic quantum well
of thickness L = 78a0. The green solid lines represent respectively ψ1, ψ3, ψ7,
and ψ13, while the blue dashed lines corresponds to ψ2, ψ4, and ψ8. In the table
we present the exact values of energy levels to highlight the degeneracy of the
lowest states.

6.3.2 Ground-state �delity

In our model the perturbation of the Hamiltonian δV is realized by adding a random

potential consisting of the sum of a large number of uncorrelated waves

δV = −eni
ε
ε

Nmax∑
j=1

(
L

2πj

)2

cos

(
2πj

L
x+ αj

)
(6.9)

where ε is the amplitude of the perturbation, and αj's are random phases. Here we will

focus on the dependence of the �delity on the amplitude ε.

The procedure of computing the quantum �delity of our system runs as follows: �rst,

we solve the Kohn�Sham equation (6.4) with unperturbed potential in order to �nd

ψH0(l), then the same procedure is repeated including the perturbation δV to obtain

ψH(l), and �nally we compute the �delity given by (6.6).
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Table 6.2: Calculated energy levels for di�erent amplitudes of perturbation for
K = 10−4.

εl/EF

l ε = 0 ε = 10−5 ε = 10−4 ε = 10−3

1 0.0336 0.0336 0.0335 0.0323

2 0.0336 0.0336 0.0336 0.0333

3 0.0635 0.0635 0.0634 0.0626

4 0.0643 0.0643 0.0642 0.0634

5 0.0777 0.0777 0.0776 0.0771

6 0.0868 0.0868 0.0868 0.0860

7 0.1003 0.1003 0.1003 0.0998

8 0.1162 0.1162 0.1161 0.1153

9 0.1346 0.1346 0.1345 0.1340

10 0.1552 0.1552 0.1551 0.1544

We �rst examine the in�uence of the perturbation ε on the energy levels. In table

6.2, we show the values of the lower energy levels εl for di�erent amplitudes of the

perturbation. In the case of small amplitudes, the energies are almost una�ected, and

stay close to the value observed without the perturbation. Only very high disturbance

changes appreciably the energy spectrum and we are even able to see small separation

of the degenerate states. For ε = 10−3 the �rst two levels, which were initially equal

ε1 = ε2 = 0.0336EF , are now slightly separated by ∆ε2−1 = 0.001EF . Of course this

separation is not large when we compare it with the energy di�erence between the levels

2 and 3 (which is equal to ∆ε3−2 = 0.03EF ), but still we can talk about small degeneracy

breaking in our system.

The wavefunctions are more sensitive to the perturbation than the energy levels

themselves. Even for very small amplitude we are able to see the di�erence between

the unperturbed and perturbed states. A measure of this di�erence is provided by the

quantum �delity, which is presented in �gure 6.4 for two values of K. In both instances,

the random potential has a signi�cant in�uence only on the low energy states, for which a

very small perturbation can change the wavefunctions. For example, for the �rst state ψ1

(�gure 6.5), in the unperturbed case the wavefunction has two symmetric peaks, whereas

in the perturbed system we observe only one peak. This e�ect is a clear signature of
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Figure 6.4: Quantum �delity for di�erent values of anharmonicity factor versus
the level number.

symmetry breaking caused by the perturbation. The value of the �delity for that state,

F1 = 0.51, is related to the fact that the perturbation shifted the probability from one

well to the other. Similar probability shifts can be also noted for other states a�ected

by the random potential. The number of the wavefunctions which underwent such a

transition depends on the value of anharmonicity coe�cient, and the strength of this

change is controlled by the amplitude of the perturbation.

6.3.3 Total �delity

In the analysis of the quantum �delity in the previous section we focused on the in-

dividual states and their behavior after the perturbation was added. Now we would

like to present a somewhat more general description of our system in terms of the total

�delity de�ned by (6.7). In this representation each individual state has a weight which

determines its contribution to Ftot.

In �gure 6.6 we present Ftot as a function of K, for di�erent perturbations. For

small enough K the total �delity is equal to unity, that is the value which we obtain

for unperturbed system. With increasing K we observe a roughly linear decrease of the

total �delity.

Another interesting feature of our system can be found when we plot the total �delity

as a function of the perturbation (�gures 6.7 and 6.8). As we can see on the �gures,

even tiny disturbance can change the �delity quite appreciably. The steps observed in
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Figure 6.5: Unperturbed (black solid lines) and perturbed (blue dashed lines)
wavefunctions for the perturbation ε = 10−4.

the plots of the total �delity, reveal how the perturbation acts on the di�erent systems.

First, when the amplitude is not large enough, we do not see any change. After ε reaches

a certain threshold value (around ε ≈ 10−11), the �rst two states start to be a�ected

and we observe the drop. For still increasing amplitude the perturbation is not strong

enough to change another states and the �delity stays constant. After reaching another
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threshold value, once again the �delity jumps and then remains almost unchanged until

the next leap.

The discussion given above concerns the case with K = 5× 10−4, where we can see

three clear jumps around εtr3 = 10−11, εtr2 = 10−6, and εtr1 = 10−4. For K = 10−4 fewer

states are a�ected by the perturbation and only two jumps are observed, which appear

approximately for the same values of the perturbation εtr1 and εtr2. In �gures 6.7 and

6.8 we have presented the partial �delity only for the odd states, as they are equal to

the neighboring even states and give the same value of Fl.

6.4 Discussion

In this chapter, we have investigated the ground-state properties of an electron gas

con�ned in a nonparabolic quantum well. We have considered two ground states corre-

sponding to two slightly di�erent Hamiltonians.

In the unperturbed system the main in�uence on the ground-state properties was
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determined by the anharmonicity coe�cient. The quartic term included in the Hamil-

tonian created degenerate energy states in the two wells at the bottom of the e�ective

potential.

After the random potential was added the energy levels were almost una�ected, and

only a very large perturbation caused a small separation of the degenerate states. On

the contrary, the wavefunctions show large sensitivity on the random disturbance. This

e�ect could be observed in the behavior of the quantum �delity, which measured the

similarity between the unperturbed and perturbed systems. At �rst, it may be surprising

that the wavefunctions representing the lowest, and not the highest states, are changed

so easily. When we look, however, at the con�ning potential we can clearly see that the

low energy states are more con�ned spatially that others, and this e�ect can facilitate

symmetry breaking action of the random potential. The behavior of the total �delity

as a function of ε revealed several steps, which were connected with the perturbation

a�ecting one state after another.

In summary, the random potential does not alter the energy spectrum of the elec-

tron con�ned in a nonparabolic quantum well, but the spatial probability of �nding an

electron can be changed signi�cantly even by a small disturbance.
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Chapter 7

Conclusions

7.1 Results of the thesis

The recent rise of interest in nanotechnology has lead to the development of new ma-

terials revealing promising and not hitherto observed e�ects. Understanding new phe-

nomena in sub-micron objects, which have applications in the real world, is a matter of

great importance in nanoscale science and engineering. In the present thesis, we have

studied theoretically the ultrafast dynamics of the electron gas con�ned in thin metal

�lms, which are widely used in modern high-speed electronic devices. We have concen-

trated here on the quantum e�ects resulting from the spatial con�nement that leads to

the discretization of the electronic states in the direction normal to the �lm surfaces.

Our numerical study of the electron dynamics was based on the use of microscopic

kinetic methods, originally developed in nuclear and plasma physics. In these meth-

ods, the valence electron are assimilated to an inhomogeneous electron plasma. To

follow the quantum electron dynamics, we made use of the Wigner equation coupled

self-consistently to the Poisson equation. The Wigner representation is a useful tool to

express quantum mechanics in a phase-space formalism, in which a quantum state is

described by a Wigner function. The phase space formulation of quantum mechanics

cannot have the same interpretation as in classical mechanics, because the Heisenberg

uncertainty principle states that position and momentum cannot be known simultane-

ously with arbitrary precision. A consequence of the uncertainty principle is that the

Wigner function can take negative values and thus cannot be regarded as a real prob-

ability density. Besides this particularly important inconvenience, the Wigner function
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satis�es most of the standard properties of probability distributions. The Wigner evo-

lution equation in the classical limit reduces to the Vlasov equation.

Although the Wigner formalism is fully quantum, the quantization rules are not

explicitly taken into account, and must be imposed by additional constraints. Therefore

we chose a standard method based on DFT to determine the ground-state, which is then

used to construct the initial Wigner function. The studies of the ground-state properties

of the quantum and classical models revealed some similarities between the two. The

behavior of the chemical potential in both cases is similar and follows the bulk result,

up to temperatures of the order of Fermi temperature. Also the thermal energy for

quantum and classical results are close to each other, and similar to the results obtained

for a noninteracting electron gas. The above �ndings may suggest that the presence of

surfaces does not have a major role on the ground-state properties, although, as we have

seen, it is of paramount importance for transport phenomena.

Computing of the ground-state was just a preliminary step in our analysis of the

electron dynamics. The �rst dynamical feature investigated in this thesis was connected

with the non-interacting linear response. In our non�liner model we were able to ac-

cess the linear regime by using the ground-state potential instead of the self-consistent

electric potential. The frequency spectra obtained form the electric dipole were in good

agreement with the transition frequencies between energy levels computed from DFT.

Concerning the non�linear dynamics, we were able to con�rm that, in the case of

large excitations, the electron transport is ballistic and occurs at a speed close to the

Fermi velocity of the metal, which was observed in experimental measurements on thin

gold �lm. The early stage after the laser excitation is dominated by collective oscillations

of the electron gas at the plasma frequency. These oscillations are exponentially damped

with di�erent rates for the Wigner and Vlasov model. This fact can be pointed as the

�rst di�erence between the quantum and classical description. Another di�erence can

be found in the subsequent regime of low�frequency oscillations. Electrons bouncing

back and forth against the �lm surfaces trigger a regime of slow oscillations observed in

the behavior of the thermal energy. The period of these "ballistic" oscillations was equal

to the time of �ight L/vF in the classical regime. Our key result in the quantum model

was that, at weak excitation energies (smaller than one quantum of plasmon energy,

~ωp) the period of the low�frequency oscillations di�ers considerably from the ballistic

value observed in the classical simulations. In this way, by reducing the strength of the

initial excitation, we observe a clear transition from a classical to a quantum regime.

We also proved that this result is robust, in the sense that it depends only weakly
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on physical parameters such as the electron temperature, or the choice of a speci�c

exchange�correlation functional.

One of the advantages of the phase-space formulation of the quantum dynamics is

that dissipative terms can be introduced similarly to classical transport models, like

the Fokker�Planck equation. After including the electron�phonon scattering, the total

energy is no longer conserved and the electrons start to interact incoherently with the

phonons. The overall electron thermalization occurs in two stages. First, during the

decoherence process, the Wigner distribution loses its negative values (thus becoming a

real probability density) and tends to a classical Fermi�Dirac function with temperature

Te � Ti. Subsequently, the electron gas cools down until it reaches the lattice tempera-

ture. This relaxation process occurs on a time scale much longer than the decoherence

time. The relaxation of the electron temperature obtained from the Wigner model is

in good agreement with the two-temperature model (TTM). This fact provides a direct

con�rmation of the validity of the TTM.

Apart from the electronic properties of thin metal �lms we have also investigated the

ground-state properties of semiconductor quantum wells. Although densities in metallic

and semiconductor nano-objects di�er by several orders of magnitudes, the relevant di-

mensionless parameters are rather similar, and we can adopt the same numerical methods

as for metals.

The study of the ground state properties in a nonparabolic quantum well, in the

presence of a random potential, revealed the apparent symmetry breaking of the wave-

functions. Contrary to what can be expected, the change of the �delity (which measures

the overlap between the wavefunctions) is largest for the low energy states. This e�ect

can be connected to the spatial con�nement of these states. The more general represen-

tation of the in�uence of the perturbation on our system was described in terms of the

total �delity. The perturbation-dependence of this quantity revealed a series of steps,

which are related to the successive disruption of eigenstates of increasing energy.

7.2 Outlook

The electron dynamics described in Chapters 5 and 6, was based on the assumption

that, due to their large mass, the ions respond so slowly that they can be assimilated as

a motionless density (jellium model). For time scales of the order of a few picoseconds,
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the ions will start reacting to the electron motion, so that the jellium model becomes no

longer valid. The concept of the electron-phonon coupling described in Chapter 6 was

based on the dissipative terms introduced by analogy with classical transport models.

We did not implemented explicitly the ionic motion. For a correct treatment of the ionic

motion one should adopt a molecular dynamics point of view, and follow the (classical)

trajectory of each ion.

The present thesis could be generalized by the incorporation of a magnetic �eld and

an electron spin. For that purpose we will need to construct a Wigner equation that

includes spin e�ects. In terms of the density matrix the evolution of the spin system can

be written in the following form (Von Neumann equation):

i~
∂ρ

∂t
= [H, ρ] (7.1)

where

ρ =

 ρ↑↑ ρ↑↓

ρ↓↑ ρ↓↓

 ; H =

 H↑↑ H↑↓

H↓↑ H↓↓

 . (7.2)

The only nondiagonal terms in the Hamiltonian come from the magnetic �eld B, com-

posed of an external part Bex and an "internal" part Bxc that stems from the exchange

and correlation energy.

The Wigner function will also be represented by a matrix

f =

 f ↑↑ f ↑↓

f ↓↑ f ↓↓

 . (7.3)

By introducing the transformation

ρ0 = ρ↑↑+ρ↓↓

2
, ρx = ρ↑↓+ρ↓↑

2
,

ρz = ρ↑↑−ρ↓↓
2

, ρy = ρ↓↑−ρ↑↓
2i

,
(7.4)

the Wigner functions can be written as

f0(r,v, t) =
m

2π~

∫
ρ0

(
r− λ

2
, r +

λ

2

)
eimvλ/~dλ, (7.5)

fα(r,v, t) =
m

2π~

∫
ρα

(
r− λ

2
, r +

λ

2

)
eimvλ/~dλ, (7.6)
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where α = x, y, x. The equations of motion for the Wigner functions read as

∂f0
∂t

+ v
∂f0
∂r

+ (7.7)

em

2iπ~2

∫∫
dλdv′eim(v−v′)λ/~

[
V

(
r +

λ

2

)
− V

(
r− λ

2

)]
f0(r,v

′, t)−∑
α

mµB
2iπ~2

∫∫
dλdv′eim(v−v′)λ/~

[
Bα

(
r +

λ

2

)
−Bα

(
r− λ

2

)]
fα(r,v′, t) = 0

∂fα
∂t

+ v
∂fα
∂r

+ (7.8)

em

2iπ~2

∫∫
dλdv′eim(v−v′)λ/~

[
V

(
r +

λ

2

)
− V

(
r− λ

2

)]
fα(r,v′, t)−∑

α

mµB
2iπ~2

∫∫
dλdv′eim(v−v′)λ/~

[
Bα

(
r +

λ

2

)
−Bα

(
r− λ

2

)]
f0(r,v

′, t) = 0

where µB is Bohr's magneton. The above equations will give the complete picture of the

electron dynamics in the quantum regime.

Concerning the study of the ground-state �delity, future investigations might aim

to clarify the role of the electron density in the quantum well. As it was shown in [68]

the electron density has a large in�uence on the dynamical properties of the quantum

�delity, and it would be instructive to have similar results for the static case. Another

possible direction for research in this �eld is an investigation of the so-called "�delity

susceptibility" used to identify quantum phase transitions [79]. Because the �delity is

a measure of similarity between states, it should drop abruptly at critical points, as a

consequence of the dramatic changes in the structure of the ground-state, regardless of

what type of internal order is present in quantum many-body states. A perhaps more

e�ective indicator is given by the singularity in the second derivative of the �delity,

which is the above-mentioned �delity susceptibility. Finally, there is the question of the

in�uence of a �nite temperature on our system. When the temperature increases new

states become available to the electrons, and it would be interesting to study how these

states change with the perturbation.
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Appendix A

Fokker�Planck equation in 1D

Our one-dimensional approximation used to describe thin metal �lms requires some-

times the projection of the velocity states parallel to the surface on the perpendicular

direction (see for example section 2.3). Let us now justify the connection between the

3D functional G[ · ] for fermions and its 1D counterpart.

The Fokker�Planck equation for fermions in 3D reads as:

∂f

∂t
= ∇v · (D∇vf) +∇v · [vf(1− f)] (A.1)

where f = f(v, t) = f(vx,v⊥). We assume that the 3D distribution can be written as:

f3D(v) =
1

1 + eg(vx,t) · eβv2⊥/2
(A.2)

with m = 1 and β = 1/kBTe. Integrating over v⊥ = (vy, vz) we obtain:

∂f1D
∂t

=
∂2f1D
∂v2x

+
∂

∂vx
(vxG [f1D]) (A.3)

where

f1D ≡
∞∫
0

f3D(v)dv⊥ = 2π

∞∫
0

f3D(v)v⊥dv⊥ (A.4)

and

G [f1D] =

∞∫
0

f3D(1− f3D)dv⊥. (A.5)
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Taking a = eg(vx) the integral of the linear term in the last equation is

∞∫
0

f3Dv⊥dv⊥ =

∞∫
0

v⊥dv⊥

1 + a · eβv2⊥/2
. (A.6)

Substituting z ≡ βv2⊥/2 we have

1

β

∞∫
0

dz

aez + 1
=

1

β

∞∫
0

e−zdz

a+ e−z
, (A.7)

making another substitution y = e−z:

1∫
0

dy

a+ y
=

1

β
ln [(a+ y)]10 (A.8)

Going back to the previous notation we obtain:

∞∫
0

f3Dv⊥dv⊥ =
1

β
ln

(
1 + eg(vx)

eg(vx)

)
=

1

β
ln
(
1 + e−g(vx)

)
. (A.9)

Now we need integrate the nonlinear term

∞∫
0

f 2
3D
v⊥dv⊥ =

∞∫
0

v⊥dv⊥[
1 + a · eβv2⊥/2

]2 (A.10)

by making the same substitutions as above we get:

1∫
0

dy

(a+ y)2
=

1

β

[
a

a+ y
+ ln |a+ y|

]1
0

=
1

β

[
a

a+ 1
− 1 + ln

∣∣∣∣1 + a

a

∣∣∣∣] . (A.11)

A back transformation leads to the following expression

∞∫
0

f 2
3D
v⊥dv⊥ =

1

β

[
− 1

1 + eg(vx)
+ ln

∣∣1 + e−g(vx)
∣∣] . (A.12)

In summary

∞∫
0

(f3D − f 2
3D

)dv⊥ =
1

β

1

1 + eg(vx)
≡ G[f1D]. (A.13)
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Now, let us compute

f0
(
1− e−f1D/f0

)
(A.14)

with f0 = β−1 we obtain

β−1
(
1− e−βf1D

)
= β−1

(
1− 1

1 + e−g(vx)

)
=

1

β

1

1 + eg(vx)
, (A.15)

which is equal to (A.13).

Thus we have proved that

G[f1D] = f0
(
1− e−f1D/f0

)
(A.16)

which is the expression used in Chapter 5 for fermions in 1D.
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