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An Eulerian code that solves the gyrokinetic Vlasov equation in slab geometry is presented. It takes
into account thée XB and polarization drifts in the plane perpendicular to the magnetic field, and
kinetic effects in the parallel direction. The finite Larmor radius is modelled by a convolution
operator. The relation is established between this model and others proposed previously, and they
are shown to be equivalent in the limit of long wavelengths and small Larmor radii. The code is
applied to investigate ion-temperature-gradient modes in the quasi-neutral regime, with adiabatic
electrons. Numerical results are reported for a wide range of parameters, including density and
temperature profiles, magnetic field strength, and ion to electron temperature ratio. Normally the
plasma evolves towards long wavelength structures, although in somewasesLandau damping

is very wealk more strongly turbulent regimes are observed. Test particles are used to compute
diffusion coefficients both in real space and velocity space. For the most strongly turbulent regimes,
particle diffusion coefficients are of order 2 811. The saturation mechanism is also investigated.
Many previous numerical results obtained with particle codes are confirmed, but the Vlasov
Eulerian technique allows a much finer resolution of structures both in real space and velocity space.
[S1070-664X%96)03001-6

I. INTRODUCTION unstable, and predid¢in the case of slab geomejrthat the
growth rate is proportional to the cube root gf. However,
these estimates are valid only within special ranges of the
parametergnamely, forz>1) and neglect important effects
uch as Landau damping, and of course all nonlinear phe-

lon Temperature Gradient instabiliti€sTG) belong to
the vast class of drift instabiliti€s These involve electro-
static, low frequency waves which, under particular condi-
tions such as the presence of a density or temperature gradc‘l

ent, may become unstable. Their growth rate and saturatio m_?r?a' | 4d in thi . ¢ i :
level are both generally quite low, a circumstance that ren- € goal we address In this paper s a systematic humeri-

ders their numerical simulation a difficult task, for the genu-cal investigation of ITG instabilities in a shearless slab, using

At ; 4-16
ine instability must be separated from the underlying numeri? gyrokinetic Vlasov code. In ViasofEulerian) codes,

cal noise. This is particularly true for gyrokinetic particle-in- the Phase space is covered with a regular, uniform mesh, and
cell (PIC) simulations, whose high noise level has been long"€ VIasov equation is solved by means of a splitting algo-
recognized. Fluid simulations do not suffer from this limita- Mthm. Although they consume more time and memory than
tion, but they of course do not incorporate kinetic effects,th® more popular PIC codes, Viasov codes have the advan-
which may play a crucial rolésee however the recent at- {@ge of an extremely low level of noise. This feature allows
tempt to include kinetic phenomena in a fluid description, byus to obtain high resolution of coherent structures both in
Hammett and coworkefs?). Physically, ITG instabilities real space and in velocity space. Improved understanding of
may play an important role in explaining the anomalous heathis aspect of plasma turbulence can thus be expected from
and particle transport observed in tokamaks.There is in-  these simulations, notwithstanding the simple slab geometry
deed increasing evidence from large scale gyrofluid and gythat has been used.
rokinetic simulation¥*3that there is a good match between =~ Some preliminary results om;-modes obtained with
transport inferred from models of ITG-driven turbulence andVlasov codes were published in previous artice¥ Here,
measured transport in the core and confinement regions dlowever, we make use of a slightly different model, in which
magnetic fusion plasmas. the electrostatic potential is derived from the quasi-neutrality
ITG instabilities are also called;-modes, because the relation, instead of solving the Poisson equation. This allows
crucial parameter is;;=d In T,/d In n; . Analytic estimates  us to work in the regima p<p; (Wherep; is the ion Larmor
give a critical value ofp;=1, above which these modes are radius and\p the Debye lengthwhich is more relevant to
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i The ion gyrokinetic Vlasov equation takes the following

z form:
ﬁFi > - e . (9F|
W"_VL'[(VE+VP)Fi]+VHVHFi+ﬁ i a_\/”:O’
(1a)
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8 Ve=—pgz (1b)
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where ;=eB/m;, F;=F;(x,y,V,,t) and I§=—qu. Note
that we have explicitly introduced the polarization drift in

our model. We also remark thékc) is an implicit definition
of the polarization drift, sinc®, appears on the RHS of this

9 Y i

X relation: this fact will prove to be useful in the derivation of
the energy integral. Appendix A gives further details of the
FIG. 1. Geometry of the computational box. numerical code used to solve Eda).

The asterisk appearing in E¢) is a short-hand for an
integral operator that takes into account the finite Larmor

tokamak fusion experiments. Results of previous PIC simu¥adius correction. Following Knoret al,”***we have, for a
lations, using a model very close to the one adopted in th&nctionh(r), r=(x,y):
present paper, were published by Lee and T4r§ More
recently, Coheret al® investigated the effect of velocity h*(F)EJ f G(F—r1)h(fy)dF;=Gxh. 2)
shear on ITG modes, again via PIC simulations. In our study,
a velocity shear will also be present, induced by the effect oEquation(2) defines a convolution operator with kerr@{r)

finite ion Larmor radius. and is more easily represented in wavenumber space:
A second goal is to compare the gyrokinetic model that

we have used with other models previously proposed in the . > > kfpiz

literature?>?! These models differ essentially from ours in h*(k)=G(k)h(k);  G(k)=exp = ——/, )

the treatment of the polarization drift and the finite ion Lar- ) ) _ _

mor radius correction. However, they can be shown to béVherePithhile_i IS the2 ion Larmor radius, and, in our ge-
equivalent when certain, rather natural, conditions are ful®metry,ki =k sin’ 6+k; (see Fig. 1. This, rather general,
filled. It is hoped that the work presented here will contribute®*Pression for the Larmor radius correction is derived by
to the process of comparing and benchmarking numericdly"ophase averaging, and further assuming a Maxwellian
models of plasma turbulence in tokamaks, which is agistribution for the perpendicular velociy.

present under way. In order to close the system of equatiqi$, we need a
The paper is organized as follows. In the next sectionfurther relation, given by the quasi-neutrality constraint
we present the mathematical model and its relation to other,  «_ (4)
| e

previously published, models. Conservation laws are also de-

rived. Section Il contains a brief analysis of the linear wheren;(x,y,t)=[F;dV, and the electrons are taken to fol-
theory, as a guideline for the forthcoming simulations. Inlow the adiabatic law

Sec. IV, we present the numerical results of the nonlinear

evolution, and Sec. V deals with the computation of transport |, _ No exp{e—(P
coefficients, such as the particle diffusion coefficients in real ° Te
and velocity space. These results are discussed in Sec.
where we draw our conclusions.

ep
1+

:no T
e

. 5

vllhe asterisk in Eg4) again stands for the operation defined
in Eq. (2). Thus,nf is the particle density, whil®; is the
guiding center density. It can readily be shown that the sys-
II. THE GYROKINETIC SLAB MODEL tem of equationgl), (4) and (5), with the prescription3),

) . . .. and appropriate boundary conditions, possesses the follow-
We consider a two-dimensional plasma slab, penodlqng energy invariant:

along thex “poloidal” direction, and non-periodic in the
“radial” direction. The plasma is supposed to be homoge- m; ) . e . -
neous in thez “toroidal” direction (i.e. k,=0). The external W=+ f f f Fividvidr+ 3 f f Ny’ edr
magnetic field is uniform and lies in the,@Z) plane, making

an angled with the x axis. The geometry of the simulation is m f f 1242

. . + — . .
sketched in Fig. 1. 2B2 nil V. e*|*dr (6)
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Details of the calculation of this invariant are given in Ap- that this term is already of higher order ipJ/L,<1
pendix B. The first and second term in E@) represent (L, '=Vn/n), we can safely neglect this correction if we are
respectively the parallel kinetic energy and the electrostatiinterested only in lower order terms.

energy. The third term can be written as(2)/ [VZdf and Returning to Eq(7), we perform the following transfor-
corresponds to the kinetic energy associated with drift momation on the distribution function:

tion.

2

Slightly different gyrokinetic models have been pro- E=F. '{Vi ‘P*) (11)
posed elsewhere in the literatf®! It is therefore instruc- b OB
tive to consider the relation of these models to the one use felding
in this paper. The main difference lies in the treatment of th
polarization drift, which is explicitly introduced in our Vla- o, . - . . e _ dF
sov equatior Eq. (1a)], while other models take it into ac- Zt TVetVp) -V Fi+V,VFi+ m, Ei (9_\/”:0- (12
count in a modified form of the Poisson equation. Let us first
rewrite Eq.(1) in the following way: The quasi-neutrality equation becomes

d 1 d e  alogF ep Vi [ -

a'Og Fi—Q—iBaVEQD*‘FE Eﬁk &3“ ! =0, (7) Ng ex;{T—e)ZG*eX%Q—iB)f FidVH

2

where EG*ex;{%; n;. (13

d o - -
—==T(Vet+Vy -V, +V,V,.

dt ot Expanding the exponentials in E@.3) and neglecting terms

o _ o of order higher thark?p?, we obtain finally
We note, before continuing, that both in the original Eb.

and in the derivation of Eq(7), we have used an approxi- ninw_ eeng
mation, which we now justify. Strictly, the integral operator OB Toe
G, defined in Eq(2), does not commute with the advective | _ ) ]
derivative d/dt, because of the presence of terms like It is also usual to replace the ion density on the left hand side
(Ve+V,)-V, . As illustrated in Ref. 20, Eq1) is obtained ~ Of Ed- (14) with its mean valuen,. Now, if we take for

by assuming the distribution function to be Maxwellian in instance Eq(41) in Ref. 20, and expand the modified Bessel
the perpendicular velocity, and then averaging all terms ifunctionI'o(s)

V. space with a weighﬂo(kLVL/_Qi), Jo being a Bessel To(s)=lo(S)e S=1—s, (15)
function. This procedure works rigorously for all terms, ex- -

cept those arising from the nonlinear part of the polarizatiorheres=k"p{", we recover our E(14) to the relevant order.

2
1+p—'vﬁ>ni. (14

Ng— 2

drift: Vg-VE, . For this term we have, assuming, for sim- To perform dimensional analysis, we need to introduce
plicity, that the magnetic field is parallel to tlzeaxis: the drift-wave ordering as follows:
L. L B 8 Ps_ g U, P e
VE'EJ_:—ZXV 7 Te Ln_€<1’ Qi _kJ_pS Ln €,
. 2 (16)
Then averaging ovev, , pski ~€, psky=cosbOkps~e”, for O=~m/2.
k,V, Ef ) Vi Here, o] is the usual ion diamagnetic frequency, and
—ixf Jo| g ) > e VilZTlg > ps=CsQ; %, whereC, is the sound speeqT./m;,. Equa-
I

tions (16) imply that the plasma natural scale is comparable
2

R ET R E2 to L,=(Vn/n)~%, and much larger than the ion Larmor ra-
=—7zX| G*V ?) =—7zxV G*7) dius. This can be true if the typical length in thedirection
. R satisfiesL,=L,, and if an inverse cascade takes place to-
=—ZXE[* .VET* . (8) wards long wavelength structures. Numerical simulations
. i will confirm this point, although during the initial transient
In the last equality, we have defined: of the evolution, structures with a wavelength of orger
E** 2=G+E2. (9 May appear.

By making use of Eqs(16), it can be shown that terms
Thus our Eq(1¢) is rigorous only if in the nonlinear term we in Eq. (1) scale as follows:

replaceE} by ET* . However, it is easy to show that, to SF
i

leading order irpi ' W~52,\7E-VLFP‘E3+E5,
1 - -
E*2—E** 2=p? = V?E2+E, -V’E, |, (10) IE.
I 2 E” %""Es"rgs,V”V”Fi"‘fz, (17)
: I
which shows that, for long wavelengthk, p;<1), the correc- N
tion is of orderk? p?. Now, since further analysis will show V, (VpF)~(€>+€)+(e2+ e¥) + (e*+€).
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In the polarization term, the first parenthesis refers to thénaven;=n.=n,: a non-zero equilibrium potential could be
linear part ofV,, (proportional toJE, /4t), the second paren- present, had we considered a finite ion Larmor radius.
thesis refers to the terg-VE , and the third one to the With the help of Eq918) we arrive at the desired dis-
termV,-VE, . The implicit termV-VE, has been neglected persion relation
(note however that this term is mandatory to preserve energy
. ; . dFo 1V, dFqlay

conservation, as shown in Appendix.Brhe bar over some no(y)+f ———dV,—tan 9f ——dV,=0,
of the terms is just short-hand to indicate that these terms wlk =V wlkj =V
come from the finite Larmor radius correction, which is of (20)
orderk? p2. Note also that we have so far considered a casevhere k,=k cosé. In order to investigate the long wave-
in whichT;=T,, and thusps=p; : assuming a different scal- length behaviour, we expand the denomina(tsa/rk”—V”)‘1
ing for the temperature ratio would result in additional order-and carry out the integrals. Resonance effect¥at w/k,
ings. From Eqs(17), we see that the nonlinear polarization which give rise to Landau damping, are neglected here, al-
drift Vg-VE, is of higher order, and therefore its Larmor though not of course in our full numerical treatment. Finally
radius correction is negligible, as we had anticipated in oukve arrive at the dimensionless expression:
previous discussion. otane tan 0

It is interesting to note that the Vlasov equation as writ-  3T744— Kbl T3+ 52+
ten in EqQ.(12) is in a characteristic, non-conservative form, 2 Ln n
and therefore more suitable to be implemented in a PIC codgyheres= kj/w<1, 3,=d log T/d log n,. From Eq.(21) we

On the other hand, the form of E€l) is conservative, and see thata=tan é/L, is a crucial parameter. Several limiting

suits best the ph||0$0phy of Vlasov Eulerian codes. This i%ases can be ana'yzed from Eal) For Very Sma”s
probably one reason why two different models have been

) S ) ok 2
chosen for different numerical implementations. However, ~®= @ =(K pg/Ln)Q;,

we have seen that under quite natural assumptions, the tWgnerek, =k sin 6, and we have restored dimensional units.

models must coincide. When <1, we recover sound waves=Cck,. It is also
clear that, in order to obtain unstable solutions, a temperature
gradient(i.e. a non-zerary;) must be present.

IIl. LINEAR ANALYSIS The casey,>1 is particularly interesting. Keeping and
T fixed, we can neglect the term &{. The result is a third

In this section we sketch some results obtained fromdegree algebraic equation that admits an unstable solution

linear theory. Since we shall use a simplified model, and dropvith:

several terms, we do not expect these results to be directly

comparable with simulation results. However, they will pro- Res~|ms~(

vide a useful guideline in designing our computer experi-

ments. Let us consider the Vlasov equati@h in which we iy terms of the dimensional frequency

neglect finite Larmor radius and polarization drift effects,

s—1=0, (21

1 1/3
C”]iT)

coupled to the quasi-neutrality condition, E4). We expand m « _@ @ L 1/3k
all quantities in Fourier series: Q; 3 |2 MPsT,) FiPs:
22)
Cilot— ) a T\ Y3 (
LGV =Foly. V) + 3 Ry Ve 1+, Re(ﬁ):2 SpemT| Kips.
I e
i et—k0 (18) A little algebra shows that the left hand side of E2p)
@(X,Y,0)=@o(Y)+ > ei(y)e , ields:
K Yl
wherek stands fork,=(2#/L,)n, andn is an integer. We o~ (o] C2kin) " (23

now introduce the normalization that will be used in this g5 gptained, for example in Ref. 5.

section and in all the subsequent numerical simulations.  Another interesting case is the flat density profile, for
Time is normalized to the inverse 6f;=eB/m;, velocity is  \yhich L, 7—%, a—0, butLy is finite. Equation(21)
normalized toCgy = T./m;, space is normalized t0 reduces to
ps=C4Q;, and the potential is normalized iq/e. All nu-

i i e T/ tané
merical values are understood to be expressed in these units. $—2+1=0 (24)
With this notation the equilibrium quantities appearing in Eq. 2

(18) are (T'=dT/dy), which possesses an unstable root when

no(y) Vf T' tan >4v3/9. This means that fo# approaching 90°, an
Foly,V))= exp — ) unstable solution always exists, even for a very small tem-
V27T(y) 2T(y) perature gradient. The growth rate, in the regime where

oo(y) =0. (19 T'tane=>1, is given by
Hereng(y) andT(y) are the density and initial temperature Moo= @ T' tan ¢ l/3k (25)
profiles. The equilibrium potential is zero since,tat0, we 3 2 I
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Restoring dimensional quantities, E§5) can be expressed gr—— T — T P
in a form similar to that of Eq(23): I

0~ (o, Ticikﬁ S (26) . i ]
wherew, . =k, p{Q;/Lt. ‘
IV. NUMERICAL RESULTS £ 4- h

In this section we perform extensive numerical simula-
tions of the ITG modes, by varying the crucial physical pa-
rameters involved in the governing equations. The model 2f 1
used throughout this section is the one described by @gs.
to (5) in Sec. Il, and the density and temperature profiles f

. 0L,
adopted throughout this paper are: _10 10
Ay,
No(y)=Noj 1= 5" [1—tanh By)]
27 FIG. 2. Typical profile of5;(y)=d log T;/d logn; .

At
T(y>=Tio(1— 5 [1—tannﬁTy>]].

The density profile is fixed for the electrons and also constiprofiles become flat af=+, and the plasma can be sup-
tutes the initial (guiding-center density for the ions. The posed to be homogeneous outside the computational box.
temperature profile intervenes in the ion initial condition asThe instability is started up by adding a small perturbation
illustrated by Eq(19). Note that these profiles do not give a (with an amplitudee=10"3) to the first three modes of the
constant_;; ! or L7%, but have a bell-like shape as shown in ion density in thex direction.

Fig. 2. The maximum is reached ay=0, where In the first group of simulations, we consider both a
L, 1=A,B,/(2—A,). This fact will render the comparison density and temperature gradient, thus yielding a finjte

with analytical results more cumbersome, but has the advarFhe physical parameters, expressed as usual in dimension-
tage of being more easily implemented numerically, since théess form, are:

First mode First and Second mode

-4 . -4 . .
0 8.0x10° 1.6x10% 0 7.0x108  raxi0f  2.xi0t
time time
Second mode Third and Fourth mode
0 T 0 T .

®) ] @

0 8.0x10° 1.6x10% 0 7.0x108  tax10*  2.1x10%

time time

FIG. 3. Time evolution of the modes of the electrostatic potential feB8°, L,=25 and modek,=27/25 (a); L,=25, mode X, (b); L,=50, modes
ko=27/50 (solid line) and X, (broken ling (c); L,=50, modes &, (solid line) and 4, (broken ling (d). Here, and in the following, the scale is logarithmic
in base ten.
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t = 8000. t = 21000.

s 'S

o
\
¢

FIG. 4. Contour plot and three-dimensional view of the potential at the end of the simulatior8&° andL,=25 (a) andL,=50 (b).

Tio=Te; 60=88°; A,=0.3; B,=0.4; andL,=50p. In Fig. 3 we show the time evolution of sev-
eral modes of the electrostatic potentjal,(t)| integrated
A;=0.7; Br=08 over they direction. For the cask,=25p,, the first mode

giving a maximum value ofy=6.1(L,=14L;=2.3). The (psko=2mps/L,=0.25) saturates aroun@;t=3000, while
numerical parameters must be adjusted according to thl@igher order modes remain at a lower level after saturation.
natural space and time scales of the system. Equafign  For the casel,=50ps, the second modewith now
can be used to determine the order of magnitude of a typicdf1=0.29 initially dominates, saturating arourte-6000, but
frequency. With the above physical parameters wéfinally, after a long plateau, it drops quite abruptly at
obtain w~0.02); for the fundamental modd,=2x/L, t=13000. Meanwhile the first mod&,=0.125 has satu-
=2m/25=0.25. Accordingly, we have taken a time step
(,At=4. The computational box is as follows<k<L,;
—Ly<y<Ly; —Vma<Vi<Vpax, With L,=250¢ or
Ly=50ps, Ly=10ps, Vimax=5Cs. The number of points in
each direction isN,xN,XN,=32x80x100=2.56x10".
This gives a resolution of Ax=0.78,
Ay=0.25%,=0.11, AV,=0.1C,. For this value of
0=88°, Landau damping provides an effective source of dis-
sipation, which allows such a relatively low spatial resolu-
tion.

A very common feature, observed in many fluid and ki-
netic simulations of plasm&&** as well as in laboratory
experiment®, is the so-called inverse cascade. Small scale

potential

vortices are created in the transient regime, but they rapidly =7 . : ‘ :
coalesce to give rise to larger vortices, and finally only large 0 5 10 15 20 25
scale structures persist. In other words, the system selects the wavenumber (kL/27)

'9”965t wavelength allowed b_y the Impos,ed boundary Condll-:IG. 5. Wavenumber spectrum of the electrostatic potential, integrated
tions. In order to check the existence of this phenomenon, Wgiong the non-periodic direction, at tinte-12000. The scale is logarithmic

have performed two simulations with, respectivély=25p, in base ten. The straight broken line has a slejfz18 logk.
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First mode Third mode

-4/ . -4 .

0 6.75%10° 1.35x10% 0 6.75x10° 1.35x10%
time time
Second mode Fourth mode
0 T 0 T
-4 . -8 ‘
0 6.75x10° 1.35x10% 0 6.75x10° 1.35x10%
time time

FIG. 6. Time evolution of the modes of the electrostatic potentiabfe89.5° andL,=25. The plots correspond to wavenumblegs 271/25 (a); 2k, (b); 3kg
(c) and &%, (d).

>
X X
2250 _ 11250
t L =
0.0 0.0€
i
fil
o0.02 " ’»HM‘
';.11.1“1‘
il
Al
0.00 ‘1‘““%“ ‘l\:
o ]
_o.0%
_o0.Q% Ta _0.Q% T

(a) (b)

FIG. 7. Electrostatic potential for the same case as Fig. 6, shown at different tiw2250 (a); t=11250(b).
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rated att=14000, and remains dominant in the subsequent t = 0.
evolution. A contour plot of the potential at the end of the 0.04 1 ‘ —
simulation (Fig. 4) shows that, in both cases, a large scale

structure survives. The wavenumber spectrum of the electro-

static potential integrated over(shown in Fig. 3 seems to 0.02

obey an exponential law I®* (with ©=0.18 from the
early stage of the simulation: subsequently, the spectrum is 0.00 /\
-0.02t .

found to be stabilized and only small fluctuations persist.
This rapid fall of the spectrum is quite unusual, compared to
the power law behaviour of fluid turbulence, and invites fu-
ture investigation. As a first step towards an explanation, we
note that Landau damping affects both high and low wave-
number structures, while collisional damping is localized in -0.04L. . .. . .
the highk part of the spectrum. This simple fact could pre- -12 -6 -0 6 12
vent the existence of an inertial range of wavenumbers in (@ y
which the mechanism for dissipation can effectively be ig- t = 2250.
nored. Finally, we note that, in these simulations, the distri- 0.04 T . :
bution function in velocity spacénot shown herghas un-
dergone little change. The evolution is therefore essentially
linear, as far as the parallel velocity non-linearity is con- 0.02r 1
cerned.

As a second example, we study a case for which
0=89.5° andL, =25, while all other parameters are the same
as in the previous simulation. With this value of the angle
the ratio of the poloidal to the toroidal magnetic field is
B,/B,=k,/k,=tan ! #=0.0087, and the parallel wavenum-
ber isk,/k,=cos#=0.0087. We also have=tan 6/L ,=8.1.
The first modes of the electric potential are shown in Fig. 6. -0.04 s s .
Comparing with the previous case=88°, we remark that -12 -6 -0 6 12
the third and fourth harmonics undergo a very fast initial (b) y
growth (note that only the three first modes were initially
perturbed with an amplitudes=0.001). However, these 0.04 [
higher order modes quickly saturate, and, in the long run, the
fundamental modé&,=2=/L, becomes dominant. This be-
haviour can be explained as follows. High wavenumber 0.02r T
modes would be the most unstable ones in the absence of
Landau damping, as shown by EG2). However, for small
enough values of (corresponding to largek, and hence 0.00
lower parallel phase velocityLandau damping prevents \/
these small scale structures developing, whilef@lose to
90° they can dominate the initial evolution. Note that an —0.02¢ |
angle of #=87° must already be considered as small, since
we have observed that virtually only the fundamental mode 004 .
survives. In fact, for the parameters of the previous simula- -12 -6 -0 6 12
tions, the parallel phase velocity computed from the numeri- (c) y
cal results isw/k,Vy,=0.64 when6=88° and w/k,Vy,=2.5
when §=89.5°. For#=85°, and the same parameters as usedflG. 8. Elgctrostatic potential, averaged along thdirection, for the same

. case as Fig. 66=0 (a); t=2250(b); t=11250(c).
above, all modes are damped, and the system is stable.

Returning to the cas@=89.5°, Fig. 7 presents a contour
plot and a tridimensional view of the electrostatic potential at
various times. We note the formation of small wavelengthcreased the resolution in thedirection, which we found to
structures at the initial stage of the simulation. The final statdbbe most affected by the small scale structures, taking
is definitely more strongly turbulent than in the case88°. N, XN, XN,=128<80x80. It is important to note that the
This is a general feature we have observed in these and otherost severe constraint d¥, does not come from accuracy,
examples: as the angteapproaches 90°, a strongly turbulent but from the recurrence time=2#a/k,AV cosé. This is the
regime, with short wavelength vortices, begins to appear. Fareason why for6~90° we can take a smaller number of
this reason, we often added a small dissipative term of th@oints in velocity space. In Fig. 8 we show the electrostatic
form vV2F, to the Vlasov equation, Eq1a). In the present potential, now averaged along thedirection. The initial
case we haver=5x10"°Q,;p2. In addition, we have in- potential is non-zero because of finite Larmor radius effects

POTENTIAL

0.00 —

POTENTIAL

-0.02+ b

POTENTIAL
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FIG. 10. Modes of the electrostatic potential for=0 (solid line) and
v=5X10"° (broken ling, for a simulation with¢=88°, L,=25, 7=6. The
plots correspond to wavenumbeg=27/25 (a) and X, (b).

050L. ... . L
-12 -6 -0 6 12
(b) y

for a longer time(();t=16000, in two cases where=0 and
FIG. 9. Pressure profiles) and density profiléb) as a function of/, att=0 v=5x10""° respectively. The plot of the Fourier mod@sg.
(solid line) and att=13500(broken ling. 10) shows that they are little influenced by a small viscosity.

However, things are quite different in tlyedirection, due to

the presence of a density gradient, as we anticipated earlier.
(remember that in our model the potential is proportional toThe potential, averaged along is presented in Fig. 11 for
the fluctuating part of the ion densjtyThe potential in- both cases. When=0, the potential stays at a low level, and
creases in the early stage of the simulation, then it relaxes ttakes on a “Mexican Hat” shape. Whern>0, the viscosity
an almost constant valu@ctually, there is a slight steady flattens the density profile, which departs more strongly from
growth, but this is due to the small dissipation term, whichthe equilibrium profileny, resulting in an increase of the
progressively flattens the ion density gradjeffthis modifi-  potential. The shape of the potential profile remains close to
cation in the mean potential cannot be due toEheB drift  the initial one, although at a higher level. This simple fact—
(which, combined with the adiabaticity law, yields no net that viscosity can enhance the electric field in the presence of
current across the magnetic figltHowever, in the presence a density gradient—could be an important issue in edge
of a finite Larmor radius and polarization drift, transport in plasma physics, where all these ingredients play a crucial
the y direction is allowed, and the potential profile can role.
evolve. The growth rates obtained in the previous simulations

Another important question is the mechanism that pro-are smaller than the analytical estimate, E§2), which
vides saturation of the ITG instability. This is addressed ingives Imw~0.018d); for the typical parameters of our first
Fig. 9, which shows the density and the parallel pressursimulation and for the fundamental harmonic. This discrep-
p,=nT,, averaged along, as a function oly, at the begin- ancy is mainly due to Landau damping and finite Larmor
ning and at the end of the simulation. We see that the initiatadius effectgthe latter also acts to reduce the growth rate
steep pressure profile becomes considerably smootheshich are not included in the calculations leading to Eq.
whereas the density profile undergoes little change. The sy$22): indeed, our order-of-magnitude calculation for the par-
tem thus evolves to a state in which a temperature gradieratllel phase velocity, yieldina/k,V,,=2.5, proves that Lan-
(although now a stable opstill exists. dau damping is not negligible even f&#=89.5°. We also
In order to investigate the importance of the viscositynote that the growth rates that we compute are not local,

term, we have repeated our first simulati@+88°,L,=25  since they are averaged over the non-periodic direction, and

210 Phys. Plasmas, Vol. 3, No. 1, January 1996 Manfredi et al.
Downloaded-21-Sep-2000-t0-192.93.241.42.Redistribution-subject-to-AlP-copyright,~see-http://ojps.aip.org/pop/popcpyrts.html.



0.03 ' ' @ |
_1 — -
—
=
: /N
g 0.00 o
& I
e I
-4L.2 . . ,
0 625 1250 1875 2500
time
-0.03 ! ! !
-12 -6 -0 6 12
(a) y
t = 16000.
0.03 T T ' T
—
=
=
Z  0.00
&
)
&
0 625 1250 1875 2500
time
—0.03 — — FIG. 12. Time evolution of the modes of the electrostatic potential, for the
-12 -6 -0 6 12 case of a smaller Larmor radiug;=0.4p, for wavenumbers,=2m/25
(b) y (solid line) and X, (broken ling (a); 3k, (solid line) and 4, (broken ling

(b).
FIG. 11. Plot of the electrostatic potentialtat16000 averaged along thxe
direction for the case of Fig. 10, ang=0 (a), ¥=5X107° (b).
initially, on the ion densityn;(t=0)=ny=1. Thus we can
expect behaviour close to that observed wherp,, i.e.
that our value ofy, is a function ofy (see Fig. 2 As atest enhanced instability and growth of many short wavelength
for the accuracy of the code, we have thus performed a simunodes. We shall concentrate on a limiting case, which dis-
lation with #=90° andp;=0.1%,. In this case, the density plays interesting features. The dimensionless physical pa-
profile is stable, andzthe plasma oscillates at the diamagnetiameters are:
frequencyw? = Kk,psQ;/L, . The theoretical frequency’ _ o. . o .
= 0.017E:'QiI is ver)lljsclose to the frequency observed inthe 07899% Ti=Te; pi=ps; Ar=04
simulation. Br=0.4; v=10"% L,=25 L;=10.
In order to investigate the effect of a finite Larmor radius
on the instability, we have performed a simulation with the
following dimensionless parameters:

Note that # is close to 90° which gives
B,/B,~k,/k,~0.0017. We shall see however that an insta-
bility still exists: this is most surprising since, whehis
L,=25; 6=88°; A,=0.3; Bn=0.4; rigorously equal to 90°, any initial condition with a flat den-

] ) sity is a stationary solutiofw=0), even when it is perturbed
Ar=0.7; Br=08; pi=04p;. in the x direction (this is because, fan,=1, the initial state
These are identical to the parameters of our first simulatioris only a function ofx through the perturbationThis feature
(see Fig. 3 except for the smaller ion Larmor radius. We has been accurately checked with the numerical code over
also added a viscosity=3x10"“. The time evolution of the many(; *. The evolution of the mode§ig. 13 shows that
first four modes(Fig. 12 shows a very rapid growth of the short wavelength harmonics dominate the early stages of the
third and fourth harmonics, resulting in a more strongly tur-simulation. Then, arounf);t=5500, the first mode suddenly
bulent regime. Generally speaking, effects due to the finitggrows very quickly, and by);t=10000 it has become the
perpendicular ion temperature seem to play an important roldominant one. Contour levels of the potentiaig. 14 reveal
in stabilizing small scale structures. strongly turbulent behaviour, with intricate structures that

We now consider the case of a flat density profilg=1.  spread all over the domain, whereas, in previous cases, the
In this situation, the smoothing operation that accounts foinstability was concentrated in the region of maximgm In
the finite ion Larmor radiu$Eq. (2)] has no effect, at least the long run, small scale structures are wiped away by the
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FIG. 13. Time evolution of the modes of the electrostatic potential in the case of a flat density proftle 82@°, for wavenumbers,=27/25 (a); 2k, (b);
3kq (c) and 4, (d).

viscosity, but large scale vortices persist up(td=20000. “anomalous” transport in tokamaks, a full understanding of
Finally, the distribution function at the end of the simulation this phenomenon is still lacking. Numerical simulations, al-
is shown in Fig. 15: a large vortex is still present atthough idealized, can assist in relating experiments to theo-
0,;t=20000, which represents a non-negligible modulatiorretical estimates. In our case, the high accuracy of Vlasov
of the initial Maxwellian (about 10% of its maximuip  Eulerian codes enables us to compute some interesting quan-
Again, it is remarkable that such phase space structures cdities from the Vlasov simulation. In order to sample regions
develop with a parallel wavenumber of aboutof the phase space, we make use of test particles. These
kj=4X 10 4p L. particles are driven by the electric fields computed from the
This simulation, and the one previously performed withVlasov simulation, although they do not contribute to the
pi<<ps, support the view that ITG instabilities grow faster creation of such fields. The particles follow the characteris-
and saturate with a more strongly turbulent state when thécs of the Vlasov equatiofil):
equilibrium potentialegy/T, is small or zero. In order to
havep,#0, we need an ion Larmor radius correction, which dx E;‘ sin 6

however is ineffective when the ion density is flat, as in our dat T+V\\ cosé,

last simulation. Note that an equilibrium potentig(y) im-

plies a radial electric fiel&,, = — ¢, and a poloidal “rota- _

ion”. i N - dy Ex sin 6

tion”, since V, =V, +sin 6E,/B. Our observation—that the Sy x (28)
presence of an equilibrium radial electric field and poloidal dt B

rotation can reduce the level of turbulence—may be relevant

to plasma edge physics. Moreover, we shall demonstrate in  dv, e .

the following section that transport across the magnetic field g7 = m Ex cosé.
and stochastic heating are enhanced in the more turbulent

(¢o=0) regimes. Note that, in writing the above characteristics, we have ne-

glected the polarization drift, while retaining the Larmor ra-
V. TEST PARTICLES AND TRANSPORT dius correction(represented, as usual, by a star over the elec-
COEFFICIENTS tric field). An interesting property of Eq¥298) is that they
One of the main objectives of plasma theory is the calfossess the following invariant of the motion:
culation of transport coefficients in magnetized plasthas.
However, in spite of the abundance of theoretical models for P,=m;V, sin §+eBy cos 6= const; (29
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FIG. 14. Contour levels and three-dimensional view of the potential for the case of Fig. 13, at different #2880 (a); t=12500(b); t=20000(c).

P, represents the component of the canonical momentum, L1=10, v=10"%, p;=ps, Tio=Te, 6=89.9°. Details for the

which is of course conserved sinzés a cyclic coordinate. evolution of the first case were previously described in Fig.

This invariant plays an important role in constraining particle6, and for the second case in Fig. 13.

diffusion in phase space. In both examples the diffusion coefficients grow quickly
We have followed the trajectories of 6000 test ions inafter initializing the particles, then adjust to an almost con-

three different cases. The particles are initialized after thestant, or slowly decreasing, level. Note that the coefficients

saturation of the instability, in order to avoid the spuriousD, and D\,H are not independent, due to the invariant of Eq.

growth of the transport coefficients driven by the instability (29), but must satisfy the relation

itself. The particles are initially located at-2<y<2,

—0.5<V,<0.5 and uniformly distributed in th& direction. &z tarf 6

Diffusion coefficients are computed via the mean square dis- DVH Q,Z

placements\y? and AV, defined as

(32

N This relation was accurately verified in the numerical calcu-
par . . . . . B
E [y:(1)—yi(0) 2. (30) lation. The co_nstramt |mpos_ed _by E®2) is |mp_ortant, pe
Npar =1 cause it predicts that diffusion in space and diffusion in ve-
imilar definiti Iso hold 2 Th . locity (heating cannot occur independently. Of course, such
A similar definition also holds foAVj\. These quantities are  gation is no longer true wheg=0, but we can expect it

related to the diffusion coefficien3, and D\,H (respectively to hold in an approximate way if the electric fiel}, stays
in space and velocity spacby small.

Ay? Avf Concentrating our attention db,, we notice that, in the
Dy(t)= T; DVH(t): - (81 first case(Fig. 163, D, after the initial transient, takes on a
value D,~10"3p30); . This low diffusion coefficient corre-
The diffusion coefficients are plotted in Figs. (&6 and  sponds to a weakly turbulent regime. Turning to the second
16(b), for two cases. The first case has already been investzase(Fig. 16b, we find that nowD,~ 107 2p2Q);, i.e. an
gated and has the following physical parametdrs=25, order of magnitude larger, and it remains almost perfectly
7,=6.1, v=0, L,=14.1, L{=2.3, ps=p;i, T;o=T. and constant aftef);t=16000. The enhancement in the diffusion
0=89.5°(Fig. 16a. The second cag€ig. 16D is the one we coefficient corresponds to the strongly turbulent regime pre-
treated to illustrate the flat density profile, with, =25,  viously observed in Fig. 14.

Ay?=
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FIG. 15. Distribution function in the phase space\{;) for the same case
as Fig. 13 at=20000.

For tokamak-type plasma parametéfs~10 keV and
B~5 T), we havep2Q),~2x10° m*s ™, giving, for our most
strongly turbulent case:

D,~20 nfs .

are concerned. The electrons are treated as adiabatic, which
has turned out to be a reasonable assumption since
lep/T <1 in all our simulations.

The inverse cascade phenomenon was observed in the
vast majority of our computer experiments. After a transient
period, during which short wavelength structures may ap-
pear, the fundamental harmoniahich is imposed by the
boundary conditionsbecomes dominant. On expanding the
boundaries, energy still flows to the larger scale structures
that have become accessible.

As the angled between the magnetic field and thexis
tends to 90°, modes with high wavenumbers become more
unstable, since Landau damping is less and less effective. In
the examples that we studiéd;~6), we obtain stable be-
haviour for §=85°, while for §=89.5° we observe a rapid
initial growth of modes with 0.75p.k,<1. Trapped par-
ticles were observed in phase space, together with a non-
negligible deformation of the initially Maxwellian distribu-
tion function. These instabilities saturate by evolving
towards a temperature profile with a smaller gradient,
whereas the density profile shows little change.

It was found that the most strongly turbulent regimes are
those in which eithep,/p.=(T;/T)Y?<1, or the equilib-
rium density profile is flat. Both these cases imply that the
equilibrium potentialgy(y) is small (compared toT./e) or
even zero. It could be argued that the presence of a finite
equilibrium potential has the effect of reducing the turbu-
lence level. Sincepy(y) is directly linked to the “radial”
electric field Ey, and to the “poloidal” flow V,(y), this
might provide an effective mechanism for turbulence sup-
pression in the presence of a density gradient and a finite ion
Larmor radius. We have also noticed that a small viscosity
term in the ion Vlasov equation enhances the valugpf

The use of test particle techniques has confirmed that
higher transport coefficients are to be expected in the most
strongly turbulent regimes. We have observed diffusion co-

—2 2
This order of magnitude is broadly comparable with the val-€fficients as high a®,~10 “p5Q);, which, for tokamak-

ues measured in tokamak experimefits.

VI. CONCLUSION

type plasma paramete{"ﬁ =10 keV,B=5T), givesD,~20

m?s L. This result seems consistent with the suggestion that
ITG modes can be responsible for the high diffusion coeffi-
cients observed in tokamak experiments. Note that so far we

We have presented a detailed numerical study of ITGhave considered only particle transport: energy transport is
instabilities in slab geometry using a Vlasov Eulerian codemeasured by the coefficiefity , but it turns out to be very
Although ITG modes have attracted much attention duringow, This is simply due to the fact that we have taken into
the last decade, virtually all simulations were performed withy.cqunt only variations in the parallel ion temperature, while

PIC codes. Our work is the first attempt to simulate ITG e nerpendicular ion temperature is supposed to be uniform.

modes with an Eulerian code, which has the advantage
possessing a much lower level of noise than its PIC counterd

part. This fact has enabled us to describe accurately the evo-
study of energy transport would require a more complicated

lution of coherent structures, both irx,{f) space and in
phase space.

Our model takes into account tfiexB and polarization
drifts (with a correction for the ion Larmor radiysand is

Cgilnce the parallel component of the motion is very small, the

ffusion coeff|C|entDV‘ is also small. A more meaningful

model, including gradients in the perpendicular temperature.
In summary, we have recovered many results previously

obtained with PIC codesgessentially on global quantities

fully kinetic in the direction parallel to the magnetic field. It such as growth rates or saturation leyels addition, many
differs slightly from other models mainly in the treatment of more details about the evolution in phase space have been
the polarization drift. We have proven, however, that thes@btained, which have enabled us to determine the most
models are essentially equivalent as far as long wavelengtrgtrongly turbulent regimes.
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FIG. 16. Diffusion coefficients in real spa¢top frame and velocity spacébottom frame as a function of time. The parameters dre=14.1, ,=6.1,
0=89.5°(a); L,= n;=2, L;=10, 6=89.9°(b).
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which has the exact solution

VAt
X— lelVH !t 1

F;" is an intermediate result at an unspecified time betvteen

andt+At.
APPENDIX A: THE NUMERICAL VLASOV CODE [STEP 2: Solve forAt/2
The ion Vlasov equatior{la) can be rewritten in the dF; ¢9_Fi_o
following way: ot Yoy
Can SR B B B~ VyAt
gt X ox Y gy mp gy, AR FiH:Ff(X,y—yT,V)-
Vx=Vext Vpxt V) sin 6, (A1) [STEP 3: Solve forAt/2
Vy=Vgy+Vpy.

JF; R
Vlasov Eulerian codes are based on a uniform mesh on the W“"FiV'VpZO!
entire phase spacé&,y,V,). Equation (Al) is solved by

means of a splitting technique, which separately advances t R

the distribution function in the, y andV, directiong®~** In Firr=F"" exp( —5 V.

order to advancé&; by one time step, fron to t+At, the

following procedure is applied: [STEP 4: Compute the electrostatic potential from the quasi-
[STEP 1: Solve, for a timeAt/2, the equation neutrality relation:
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The electric fields are then calculated frapthrough the

definition E——ch, and are subsequently smoothed using

the filtering operator of E¢(2) to obtain E*.
[STEP 3: Repeat Step 3.

[STEP §: Repeat Step 2.

[STEP 7: Repeat Step 1.

[STEP 8: Solve forAt the following equation:

(9Fi e % (9F|
at oV,

which gives the final result

— =0
m;

o

Fi(x,y,V” ,t+At): Fi(x,y,V|_ ? At) y
|

where theF; on the RHS of the previous equation is the

result obtained after Step 7.
[STEP 9: Repeat Step 4.

One then goes back to Step 1 and repeats the cycle. Note that

the algorithm is symmetric, and centered aroundAt/2
(Step 4.

APPENDIX B: ENERGY CONSERVATION

We wish to prove, for the system of equatiofis, (4)
and (5), the existence of the invariant given in E®). We
assume all quantities to be periodicshand ¢ and Ve to
vanish aty=*L, . Let us begin by calculating the following
(the subscript " is understood for simplicity:

dm ) m ) - -
aifFVHdTZ—Efvuvl-[(VE'i‘Vp)F]dT
e w2 OF
_E E|| V|| avl dr
m 3
- 5 j V” VHFdT, (Bl)

wheredr=dxdyd\|. The first and the last of the terms on

the RHS of Eq(B1) vanish because of the boundary condi-

tions. Thus, after some integrations by parts, we obtain
dm
dt 2
Now, we multiply the Eq(1a) by e¢* and integrate irdr.
We obtain

f vadr=ej V,e* V,Fdr. (B2)

JF N
f ep* Edr-kf ep*V, -(VeF)dr

dF

. e?
+Je<P*VL'(VPF)dT_EfVi‘P o"V"d

+J‘ e(P*VHV”FdT:O. (BS)

The second and the fourth terms in the LHS of Eg§3)
vanish. The first term can be written as follows
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Tfeq’ o fTG M Mo| M 4
_— = * PR
e T, g7 ) e o ) ot Y
= fni*_noﬁdxd
=T ot y
d 2
=T f‘—dxd
edt ) 2ng y
ed N
=§a f n; (dedy (B4)

In deriving (B4) we have made use of Eqg), (4) and(5).
Now we consider the third term on the LHS of E&3).

eJ’ (p*Vl-(\7pF)dT=eJ FV,-E*d7

J
e
+jFG-V%2dT},

where U= VE+V +V|| We use the identity V-(aw)
=aV-w+w-Va in order to simplify the last term in Eq.
(B5). We obtain

© Fd E*2d
0B dt - o7

E*2
ekl

. e
- OB

(B5)

ef ©*V, -(V,F)dr

e 3 Ejzd e Ejzv y
—aﬁfFﬁirT Bfir'WHT
e j anZd +JE*2 oF e . aF J
208 a gt molav, |
. EfFE*ZdT (B6)

20;B dt e

In deriving Eq.(B6) we have made use of the Vlasov equa-
tion (1a). Moreover, the term iWF/V, disappears after in-
tegration, sincé&—0 for V,— *o0. Returning to the E¢B3),

we have now found that

ed

j eQD*VHV”FdT:_Ea f n;kQDdXdy
_& —df E*?dxd B7
20,8 dt ) MELdxdy (B

Together with Eq.(B2), this provides us with the desired
invariant

m 2 e *
W:E FVHdT+§ n; (dedy
(B8)

m *2
+ﬁ niEL dXdy
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